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Growth of Secondary Losses and 
Vorticity in an Axial Turbine 
Cascade 
The growth of losses, secondary kinetic energy, and streamwise vorticity have been 
studied in a high turning rotor cascade. Negative vorticity associated with the 
passage vortex agreed well with predictions of classical secondary flow theory in the 
early part of the blade passage. However, toward the exit, the distortion of the flow 
by the secondary velocities rendered the predictions inaccurate. Areas of positive 
vorticity were associated with the feeding of loss into the bulk flow and have been 
related to separation lines observed by surface flow visualization. 

Introduction 
The term "secondary flows" is usually used to describe the 

transverse velocities that are generated when a shear flow is 
turned. In a turbine, secondary flows are generated from the 
endwall boundary layers on the casing or hub of the machine, 
and because the turning is great, the secondary flows may be 
large. The practical significance is the change in deflection 
through a blade row and the generation of secondary losses, 
which may amount to half the total losses through the 
machine. 

In terms of classical secondary flow theory, e.g., Squire and 
Winter (1951), Hawthorne (1951, 1967), Came and Marsh 
(1974), and Horlock and Lakshminarayana (1973), the turning 
of the vorticity vector through a blade row gives a component 
of vorticity in the streamwise direction, thus generating 
transverse velocities. In the secondary flow approximation 
(Hawthorne, 1967), the vortex filaments are convected by a 
primary flow, which is undisturbed by the secondary 
velocities. Thus the Bernoulli surfaces (surfaces of constant 
total pressure) remain parallel to the endwall throughout the 
blade row, and are not distorted by the secondary flow. 
Downstream of the blade row there are three contributions to 
the streamwise vorticity. Firstly, there is the distributed sec­
ondary vorticity, which generates secondary velocities in the 
blade passage. Then there are two shed vorticities that appear 
in the blade wake, the trailing filament vorticity that arises 
from the stretching of the vortex lines as they pass around the 
blades, and the trailing shed vorticity that arises from the 
span wise variation in circulation around the blades. 

This cascade volume view (i.e., looking at only the inlet and 
outlet flows of the blade row) does not consider the complex 
details of the flow within the blade passage. These details have 
to be understood if an understanding of the loss generating 

Table 1 Cascade design data 
Flow inlet angle 
Blade exit angle 
Blade chord 
Axial chord 
Span 
Pitch 
Aspect ratio 
Reynolds number (blade chord and exit velocity) 

Table 2 

42.75 deg 
-67.5 deg 
216 mm 
175 mm 
457 mm 
191 mm 
2.1 
5 x l 0 5 

Inlet boundary layer data 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 10, 1987. Paper No. 
87-GT-114. 

Boundary layer type Natural Thick Thin 
Displacement thickness 12.1 mm 27.9 mm 9.7 mm 
Momentum thickness 9.9 mm 19.7 mm 7.6 mm 
Estimated 99 percent thickness 102 mm 150 mm 82 mm 
Total pressure loss coefficient 0.084 0.175 0.054 

mechanisms is to be gained. In recent years a lot of effort has 
been made to look at the details of endwall flows in axial tur­
bines. These have been comprehensively reviewed by 
Sieverding (1985). Most of the work has been carried out using 
pressure probes to gain quantitative data for flow angles and 
total pressure losses, and using flow visualization to give 
qualitative information on separation lines and the formation 
of vortices. However little appears in the published literature 
on the quantitative development of streamwise vorticity that 
can be linked with the ideas of classical secondary flow theory. 
The reason for this may be the difficulty in differentiating ex­
perimental data and the fairly high resolution of data points 
required to get acceptable accuracy. 

A program at Durham University is studying the details of 
secondary flows in a high turning turbine rotor blade. Some 
results for the flow development have been reported by 
Gregory-Smith and Graves (1983). This paper presents data on 
the development of streamwise vorticity through the blade 
passage and aims to relate this to the generation of loss caused 
by the secondary flows. 

Apparatus 

The turbine rotor blades were set in a linear cascade and 
operated at incompressible flow velocities. The cascade is 
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described in detail by Graves (1985), and Table 1 gives the 
main geometric parameters. 

The cascade was traversed using a five-hole cobra-type 
probe at ten axial positions as shown in Fig. 1. In addition 
flow visualization was carried out on the endwall and blade 
surfaces using a fluorescent powder dye and light oil mixture. 
The above measurements were made with a "natural" inlet 
boundary layer. Traverses at the upstream and downstream 
positions were also carried out for a "thickened" and 
"thinned" inlet boundary layer. The features of the inlet 
boundary layers are summarized in Table 2. 

The loss coefficient is defined with respect to the inlet 
dynamic pressure. 

The measurements were recorded using a data acquisition 
system controlled by a microcomputer and the recorded data 
were transferred to a mainframe computer for analysis and 
plotting. The angles, velocity vectors, and pressures were ob­
tained directly from the calibration of the five-hole probe. 
However the derivation of vorticity is not straightforward and 
is described below. 

Derivation of Streamwise Vorticity 

The vorticity vector ft is defined as the curl of the velocity 
vector q 

fi= V xq 
A Cartesian coordinate system is set up as x, y, z in the 

axial, tangential (or pitchwise), and radial (or spanwise) direc­
tions, with velocity components u, v, and w, respectively. 
Thus the components of vorticity are 

dw dv 

Q,= 

fi = 

dy 

du 

dz 

dv 

dz 

dw 

~~dx~ 

du 

dx dy 
(i) 

In secondary flow theory, the streamwise vorticity is taken 
as the component of vorticity in the primary flow direction 
rather than the component in the local flow direction. Thus 
the streamwise vorticity may be taken as 

Qs = fiA. cos ap + Qy sin ap (2) 

where ap is the primary flow angle. It may be noted that the 
radial component Q7 has no effect, since in a linear cascade the 
primary flow has no radial component by definition. 

Estimation of the gradients d/dz and d/dy in the radial and 
tangential directions can be made from the data on a given 
transverse plane, because the spacing of data points is fairly 
close on each traverse plane. The axial gradient 3/dx is more 
difficult since the axial spacing is too large to allow reasonable 
direct estimation. An alternative is to use the incompressible 
Helmholtz equation 

q X ft =—Vp 0 where p0 = total pressure 
P 

Taking the radial, or z, component 

-250 -200 -150 -100 -50 0 

AXIAL DIITANCF FH0M T. E. DATUM, 

Fig. 1 Cascade design date 

n n l dPo 
uur — vux= 

' P dz Thus 

ft, 
u L p dz J 

with ftv given from equation (1). 
So the axial and tangential components of vorticity, re­

quired for the streamwise vorticity given by equation (2), may 
be found from the gradients of velocity and stagnation 
pressure on a given traverse plane. In this cascade, the flow at 
midspan was very little affected by the secondary flows on the 
endwalls. Thus the primary flow angle ap in equation (2) was 
taken as the angle at midspan for the given tangential position. 
For traverse planes within the blade, the value of ap varied 
considerably across the pitch, but downstream of the trailing 
edge ap was fairly constant. 

The differentiation of experimental data is notoriously dif­
ficult, since experimental scatter can cause unrealistic values 
of gradient. The approach used was to fit a least-square 
bicubic spline surface to the data points, and to take the gra­
dient of the surface in the required direction at each data point 
coordinate. The tightness of fit of a spline is controlled by the 
number of interior knots, and the position and number of 
knots can only really be determined by inspection. With the 
large amounts of data, it was impractical to inspect each set, 
but some typical sets were inspected and the results applied 
generally. It was found that if the fit was made too close, the 
spline "wriggled" through the data. However too loose a fit 
would miss real characteristics of the data. The procedure 
finally adopted was to start with relatively few knots and com­
pare the sum of the residuals with the variance of the data. 
The number of knots was progressively increased until the sum 
was sufficiently small. The criterion chosen was that the 
average residual had to be less than 5 percent of the variance. 
As the results show, this approach gave a reasonable picture of 

p0 = total pressure 
q = velocity vector 
u = velocity component in x 

direction 

v = velocity component in z 
direction 

x = axial coordinate 
y = tangential or pitchwise 

coordinate 

z 
a 

P 
ft 

radial of spanwise coordinate 
flow angle in x-y plane 
density 
vorticity 
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Results

Surface Flow Visualization. Figures 2 and 3 show pictures
of the flows on the endwall and suction surfaces. The surfaces
were covered with thin plastic adhesive film before paintina

the growth of streamwise vorticity through the cascade,
although there are a few places where unlikely values appear.

The values of vorticity obtained were made dimensionless
by using the upstream velocity and the blade chord. The
choice of chord was somewhat arbitrary; other length scales
such as pitch, span, or inlet boundary layer thickness could
have been chosen.

with the dye and oil mixture, and the film removed for
photography. The pictures were taken using ultraviolet light,
which improved the contrast due to the fluorescence of the
pigment. Figure 2 shows the complicated flow pattern on the
endwall, with the blade profile appearing somewhat unclear
due to the ragged edges of the plastic film. Most clearly shown
is the cross-passage separation line between the blades due to
the pressure side leg of the horseshoe vortex and the passage
vortex. There are strong cross-passage flows on the
downstream side of this separation that feed low-momentum
fluid into the passage vortex. After meeting the suction sur­
face the separation line follows the blade surface, but is
displaced from it by a small distance. This is due to the
presence of a countervortex in the suction surface and endwall
corner. The picture is similar to that reported by other
workers, e.g., Langston et al. (1977) and Marchal and
Sieverding (1977), although the visualization did not extend
sufficiently far upstream to detect the saddle point near the
leading edge.

In Fig. 3, which is a developed view of the suction surface, a
laminar separation bubble is clearly seen extending some 75
percent of the spanwise distance from midspan to the endwall.
The separation line due to the suction surface leg of the
horseshoe vortex may be seen moving up the suction surface
and disappearing into the separation bubble. This is different
from that observed by other workers who used a boundary
layer trip to avoid the separation bubble, e.g., Marchal and
Sieverding (1977). The separation line due to the passage
vortex is seen to move up the suction surface as the vortex
grows in size, and there is evidence of strong spanwise flows
away from the endwalI. Also indicated on Fig. 3 are the slot
traverse positions in the second half of the blade passage;
these will be referred to in the next section.Laminar

separation
bubble

Skewed nm·,
boundary layer

Fig. 2 Endwall lIow

Passap, vo tex
separation
line

Pressure side lep.
~f hor e shoe vortex

Fig. 3 Suction surface lIow

Area Plots. In Fig. 4 onward a selection of results are
presented as area plots at a number of the traverse planes
within the passage. The contours of vorticity and total
pressure loss and the secondary velocity vectors are placed
alongside each other for easy comparison. The vertical axis is
the spanwise distance from the endwall. The horizontal axis is
the pitchwise distance measured from a trailing edge datum
and positive going from suction to pressure surface. Thus the
suction surface appears on the left and the pressure surface on
the right.

In Fig. 4, at slot 3 (22 percent of axial chord from the
leading edge), the passage vortex has started to form, as
shown by the negative vorticity near the endwall and by the
velocity vectors. There is a small amount of positive vorticity
near the suction surface corner, which may arise from the suc­
tion side leg of the horseshoe vortex as it reaches the suction
surface. The total pressure contours are beginning to roll up
under the action of the passage vortex. By slot 5, Fig. 5, the
passage vortex has intensified, with high values of negative

.VOOTICITY Cl)fl(f£NT IN H!CS'-'H rLO'aI OIRtCTICl4
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Fig. 4 Slot 3 natural inlet boundary layer
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Fig. 5 Slot 5 natural inlet boundary layer 
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Fig. 6 Slot 7 natural inlet boundary layer 

vorticity, and the vortex center has moved closer to the suction 
surface. There is a small area of positive vorticity in the suc­
tion surface corner, as the countervortex starts to grow. It ex­
tends some 20 mm up the suction surface to the position where 
the flow visualization in Fig. 3 would indicate the presence of 
the passage vortex separation line. However this description 
must be tentative because another thin area of positive vorti­
city is seen close to the end wall from, about 10 mm to 50 mm 
tangential position. This may be due to the separation line on 
the end wall which Fig. 2 shows to be about 25 mm from the 
suction surface, i.e., at a tangential coordinate of 10 mm. A 
separation line will lead to an area of positive vorticity, but the 
tangential extent of this area on the endwall seems too great. It 
may be that the positive vorticity arises, at least in part, from 
poor surface fitting at the edge of the map of data points. The 
rolling up of the total pressure contours is quite severe with the 
clear formation of a loss core. There is a small region of higher 
loss near the suction surface at about 15 mm from the end 
wall. This is probably due to loss from the blade surface being 
fed into the bulk flow by the passage vortex separation line. 

At slot 7, Fig. 6, near the trailing edge, the passage vortex 
dominates the scene with a large peak of negative vorticity. 
The secondary velocities are quite large, up to about 25 m/s 
compared with the exit midspan velocity of 35 m/s. Within the 
region of the passage vortex is enclosed a region of small 
positive vorticity. This is most likely due to the problems of 
surface fitting where there are adjacent very high values of 
negative vorticity. The positive vorticity in the corner vortex is 
quite clear, but it is now separated from a larger positive 
region centered at about 35 mm from the endwall. There is 
also a high loss peak close to the suction surface at about 40 
mm from the endwall. The flow visualization in Fig. 3 shows 
the passage vortex separation line to be about 70 mm from the 
endwall at slot 7. So the region of high loss and positive vor­
ticity is about halfway up the suction surface to the separation 
line. At 60 mm from the endwall, there is a peak in negative 

Fig. 7 Suction surface flow features 

vorticity, which corresponds to the clear region on the flow 
visualization picture below the separation line. This line cor­
responds to the smaller loss peak on the suction surface at 75 
mm from the endwall, while above this, the vorticity becomes 
weakly positive at about 90 mm. These same features are also 
seen at slot 6 (not shown here) with the high positive vorticity 
and loss peak close to the suction surface at 25 mm from the 
end wall, the negative peak of vorticity at 40 mm, and the 
separation line and smaller loss peak at 45 mm. 

While it can easily be understood that a separation line must 
involve two areas of vorticity with opposite sign, the large 
positive patch of vorticity and associated loss peak, seen about 
halfway up the suction surface to the vortex separation line, 
does not correspond to any separation line on the surface flow 
visualization, either here or reported elsewhere. Nor is the 
positive vorticity clear from visual inspection of the secondary 
flow vectors. The clear area just below the separation line may 
be explained by the high negative vorticity producing a scour­
ing action close to the blade surface. Below the clear area, the 
surface flow lines form an S shape, as shown in the sketch of 
Fig. 7. Although this is not very clear from the photograph of 
Fig. 3, it is shown by other photographs, and has also been 
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Fig. 8 Slot 10 natural inlet boundary layer 

observed by other authors (e.g., Langston et al., 1977). It ap­
pears that the curving back away from the spanwise direction 
caused by positive vorticity is also accompanied by an ac­
cumulation of loss brought up from the blade surface. This 
would explain the shape of the downstream loss core picture, 
with relatively low loss below the core (see Fig. 8). 

Figure 8 (slot 10) also shows the shed vorticity, which is 
positive, in the blade wakes. In classical theory terms this cor­
responds to the trailing filament and trailing shed vorticity. By 
slot 10 the wake is distorted by the under and overturning 
crossflows as seen in the vector plots. The results at slot 8 (not 
shown) just downstream of the trailing edge show the shed 
vorticity contained in a near-vertical wake. The shed vorticity 
has separated into two distinct areas. The lower one near the 
wall is linked with the corner vortex seen at slot 7, Fig. 6, but it 
contains more positive vorticity than in the corner vortex 
alone. The upper area seen at about 100 mm from the endwall 
contains the positive patch of vorticity discussed above, 
although convected away from the endwall by the passage 
vortex. The peak value of negative vorticity in the passage 
vortex is lower than at slot 7, due to viscous dissipation as the 
flow proceeds downstream. Near midspan the streamwise vor­
ticity is close to zero, as expected, giving some confidence in 
the method of obtaining vorticity by surface fitting. The loss 
at midspan shows the two-dimensional blade wakes, with a 
fair level of repeatability, which was achieved by increasing 
the number of data points there. The blade wake runs into the 
loss core, with a double loss peak. Near the endwall, the loss 
associated with corner vortex may be seen to be located in the 
same region as the positive vorticity, i.e., near the endwall at 
about -200 mm to -100 mm tangential position. 

It may be noticed that in the figures showing the vorticity 
the only evidence of the suction side leg of the horseshoe 
vortex (which gives positive vorticity) is at slot 3 close to the 
suction surface and endwall corner. The flow visualization in 
Fig. 3 shows the separation line joining the laminar separation 
bubble and then disappearing. Moore (1983) has shown that 
fluid from the suction side leg of the horseshoe vortex is con­
vected around the outside of the passage vortex away from the 
suction surface. However his cascade was of lower aspect ratio 
so that the passage vortices from the two endwalls interacted 
strongly, and also the blades had a boundary layer trip. It may 
be that the difference in the two cascades has a large effect on 
the flow, but in this work no evidence is seen of the vorticity 
due to the suction side leg of the horseshoe vortex being con­
vected away from the suction surface. 

Pitch-Averaged Results. The data were averaged across 
the pitch, taking a mass mean where appropriate, e.g., for loss 
and crossflow velocities. Presented here is a selection of the 
results for yaw angle, total pressure loss coefficient and the 
kinetic energy of the secondary velocities (made dimensionless 

with respect to inlet mainstream velocity), and the streamwise 
vorticity. 

Results for slots 3,5,7, and 10 are shown in Fig. 9. At slot 3 
there is small overturning of 10 deg with a corresponding 
generation of weak negative vorticity, the mean mainstream 
turning being from the nominal inlet angle of 42.75 deg to 
about 19 deg. The loss is similar to that shown at slot 1, just 
upstream of the cascade, with a small generation of secondary 
kinetic energy. At slot 5, the profiles of overturning and vor­
ticity are similar to those at slot 3, but of a greater magnitude. 
The positive vorticity point near the endwall should probably 
be ignored as it is caused by the patch seen in Fig. 5 and 
discussed earlier. However, the secondary kinetic energy is 
now quite large near the wall and the loss profile shows the ef­
fect of the rolling up of the Bernoulli surfaces to form the loss 
core. Up to slot 5, the streamwise vorticity and yaw angle ap­
pear similar to what would be expected from secondary flow 
theory. However beyond slot 5, e.g., at slot 7, the distortion of 
the Bernoulli surfaces greatly affects the streamwise vorticity 
generation, which gives an uneven profile caused by the 
patches of positive vorticity seen in Fig. 6. The peak intensity 
is less, as is the magnitude of overturning, with some under-
turning becoming apparent. The peak secondary kinetic 
energy is also reduced, and the loss peak is farther away from 
the wall. At the downstream slot 10, the shed vorticity in the 
blade wakes causes two regions of pitch-averaged positive vor­
ticity, separated by a region of negative vorticity. The yaw 
angle shows a sharp underturning at slot 10, and the overturn­
ing near the endwall is reduced by the effects of the corner 
countervortex. The secondary kinetic energy shows two peaks, 
corresponding to the positions of maximum overturning and 
underturning. The loss core peak has been convected away 
from the endwall, reduced in magnitude, and broadened com­
pared with slot 7. A second peak is seen near the endwall due 
to the loss from the corner vortex, and at midspan the profile 
loss is apparent. 

Effect of Inlet Boundary Layer Thickness. The flows at 
the downstream traverse plane, slot 10, with the thick and thin 
inlet boundary layer are shown in Figs. 10 and 11. These may 
be compared with Fig. 8 for the natural inlet boundary layer. 
The positions of the main features of the flow are very similar 
with the loss core, endwall loss region, and apparent vortex 
center being at nearly the same coordinate values. The main 
difference seems to be that as the inlet boundary layer is 
thickened, the features become broader and less intense. This 
is particularly true for the vorticity. Figure 10 shows that both 
the positive and negative vorticity peak values are much lower 
than in Fig. 11. This may be understood in terms of the inlet 
normal vorticity to the cascade; the thinner boundary layer 
will have higher vorticity values that are more concentrated 
near the endwall. However secondary flow theory would not 
predict the convection of the vorticity away from the endwall 
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Fig. 9 Pitch-averaged results 

so that the passage vortex is similarly placed irrespective of 
boundary layer thickness. It should be noted that even for the 
thin boundary layer, the ratio of thickness to blade pitch is 

Boundary layer type Natural Thick Thin 
Slot 10 mixed-out loss 

coefficient 
Mixed-out profile loss 
Gross secondary loss 
Inlet loss 
Net secondary loss 

0.294 
0.103 
0.191 
0.084 
0.107 

0.413 
0.106 
0.307 
0.17S 
0.132 

0.298 
0.116 
0.182 
0.054 
0.128 

quite large (0.43) compared to most other workers (see 
Sieverding, 1985). 

Area-Averaged Results. The growth of loss, secondary 
kinetic energy,, and stream wise vorticity are shown in Fig. 12. 
The quantity concerned was mass meaned over the traverse 
plane for each slot, the positions of which are indicated 
underneath the loss curve. Upstream and downstream, the 
averaging was done over one pitch width, whereas the data 
were taken over about 1.5 pitch. The error bands shown were 
obtained by varying the tangential position of the pitch 
distance for the averaging. Some caution should be exercised 
for slots 8 and 9, because the data points were not sufficiently 
close within the blade wakes to give good definition. This ex­
plains the large error band on the loss for slot 8 and why the 
loss falls from slot 8 to 10. The dotted line shows a more 
reasonable trend, the point at lot 8 being estimated from slot 7 
plus an allowance for the additional profile loss. Although the 
loss is suspect at slots 8 and 9, the vorticity and secondary 
kinetic energy seem reasonable. 

The vorticity and secondary kinetic energy grow steadily 
through the cascade (apart from the vorticity at slot 4, which 
seems high). After the trailing edge the vorticity drops sudden­
ly due to the addition of the shed vorticity in the blade wakes. 
The secondary kinetic energy starts to decay slowly after the 
trailing edge. It may be noted that this is in contrast to Moore 
and Adhye's (1985) results, where both the level of kinetic 
energy and its rate of decay were much higher. The difference 
may be due to the lower aspect ratio of their cascade, with in­
teraction of the two passage vortices, such that the whole flow 
is dominated by secondary effect. The loss also grows steadily 
although it appears to increase more rapidly toward the trail­
ing edge as loss from the blade suction surface is fed into the 
bulk flow. It should be noted that the traverse did not go close 
enough to the blades or endwall to pick up the thin boundary 
layers, so these results represent what is happening to the bulk 
flow, rather than giving the true total loss at each plane. 

At the downstream plane, slot 10, the mixed-out loss values 
were calculated, from which the total net secondary loss may 
be estimated. These are shown in Table 3 along with the results 
for the thick and thin inlet boundary layers. 

The use of mixed-out loss rather than the actual loss at the 
traverse plane should remove the dependence of the loss on the 
downstream traverse plane position, at least to some extent. 
There will be an increase due to shearing on the endwall, but 
this is likely to be small compared with the loss growth 
through the cascade. Table 3 shows no clear trend of net 
secondary loss with inlet boundary layer thickness, and this 
has been found by other workers, e.g., Atkins (1985). 

Theoretical Comparison 

The classical secondary flow theory was applied to the 
cascade. At exit, it was not expected to give good comparisons 
with experiments because of the distortion of the Bernoulli 
surfaces, clearly seen in the experiments. However a com­
parison may be made within the blade passage, at least on a 
pitch-averaged basis for secondary vorticity. The theoretical 
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Fig. 12 Area-averaged loss, secondary kinetic energy, and vorticity 

prediction was made by using the Came and Marsh (1974) for­
mula taking the turning angle from the pitch-averaged yaw 
angle at the slot traverse position concerned. Figure 9 also 
shows the theoretical results for slots 3, 5, 7, and 10. For slot 
10, the theoretical prediction includes the blade shed vorticity 
components. The theoretical prediction derived the inlet nor­
mal vorticity from a power low inlet boundary layer profile of 
thickness 102 mm and exponent 0.149. Since a power low pro­
file gives a discontinuity in slope at the boundary layer edge, 
some smoothing was done between 80 mm and 120 mm. 

At slot 3, the agreement is very good, but by slot 5, the vor­
ticity is predicted too high beyond 25 mm. At slot 7, the vor­
ticity is predicted much too high near the end wall, while at 
slot 10, the prediction seems to bear little relation to the ex­
periment. There seems to be a progressive deterioration 
beyond slot 5, which accords with the observation of the roll­
ing up of the total pressure contours from slot 5 onward. The 
action of the secondary flows produces this distortion, and 
also produces a convection of itself away from the endwall. 

There is no mechanism for this in the theory. Thus at slot 7 the 
agreement away from the endwall is probably rather for­
tuitous; the overprediction of vorticity due to not taking the 
Bernoulli surface twisting into account has been balanced by 
the outward convection of vorticity by the secondary flows. At 
slot 10, this outward convection is clear with the negative peak 
at around 70 mm from the wall. In addition the effects of 
viscosity are evident close to the wall, with the positive vortic­
ity arising from a combination of the corner vortex and shed 
vorticity. 

The above observations suggest that some modification to 
the theoretical method might be made to account for the Ber­
noulli surface distortion and the outward convection of vor­
ticity. Glynn (1982) produced a method for tracing the Ber­
noulli surfaces through the cascade giving a loss core due to 
the rolling up of the surfaces. Work currently in progress at 
Durham University is investigating this approach further with 
the aim of producing a simple and fast estimation for sec­
ondary flows without the need for a fully three-dimensional 
calculation method. 

Conclusions 

1 The development of secondary flows and losses through 
a cascade of high turning rotor blades has been studied. Of 
particular interest is the presentation of the development of 
streamwise vorticity. To obtain this was not straightforward, 
but required the differentiation of experimental data using 
surface fits. Apart from one or two places, the results seem to 
be reasonable. 

2 The development of the flow has been related to surface 
flow visualization, particularly with respect to the separation 
lines caused by the passage vortex and the two legs of the 
horseshoe vortex. 

3 The development of the negative streamwise vorticity 
related to the passage vortex has been illustrated. Areas of 
positive vorticity are seen to be associated with separation 
lines and the feeding of loss into the mainstream. The main 

Journal of Turbomachinery JANUARY1988, Vol. 110/7 

Downloaded 01 Jun 2010 to 171.66.16.56. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



positive area in the latter part of the passage lies about 
halfway between the endwall and the separation line on the 
suction surface caused by the passage vortex. This is 
associated with a significant feeding of loss into the bulk flow 
from the lower part of the suction surface. 

4 The suction side leg of the horseshoe vortex is only seen 
in the early part of the passage. It appears either to be 
dissipated or absorbed into a separation bubble on the suction 
surface toward midspan. The pressure side leg merges with the 
passage vortex, which has the same sense of vorticity. 

5 The streamwise vorticity predicted by secondary flow 
theory agrees well with observation in the first half of the 
passage. However in the second half, the progressive distor­
tion of the Bernoulli surfaces and the outward convection of 
the passage vortex cause a deterioration in the validity of the 
theoretical prediction. The theory predicts that downstream of 
the blades, the magnitude of streamwise vorticity will drop 
due to the addition of the trailing shed and trailing filament 
vorticity in the blade wakes. A drop is observed, but the 
distribution of vorticity downstream is very different from 
that predicted. In addition viscous effects are seen to modify 
tlie vorticity, particularly close to the endwall. 

! 6 Development of the theoretical method is suggested to 
include the effects of convection and Bernoulli surface 
distortion. 

7 The effect of inlet boundary layer thickness is seen to af­
fect the intensity of the secondary flow features, but with little 
change to their location. 
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The Base Pressure and Loss of a 
Family of Four Turbine Blades 
Measurements of the effect of trailing edge geometry on the base pressure and loss 
of a family of four turbine cascades are presented. The measurements were made in 
the transonic range of Mach number from 0.8 to 1.2. It is found that, for blades 
with typical trailing edge thickness, the trailing edge loss is the major source of pro­
file loss at these speeds and that the base pressure plays a dominant role in determin­
ing the loss. For blades with thick trailing edges an accurate prediction of base 
pressure is crucial to loss prediction. However, it is found that current methods of 
base pressure prediction are unable to give reliable predictions. 

1 Introduction 

The high loss associated with the thick trailing edges of 
cooled transonic turbine blades has been recognized for many 
years. The loss arises from a combination of the low base 
pressure and the large trailing edge blockage (e.g., [1]). 
However, the exact mechanism that causes the reduction in 
base pressure and increase in loss at transonic speeds is still 
poorly understood. This is partly because of the extremely 
complex flow that occurs close to the trailing edge and partly 
due to the fact that the small scale of practical trailing edges 
makes detailed measurements very difficult. Although many 
theoretical methods for base pressure prediction have been 
developed over some 30 years it seems that none of them can 
yet be applied with confidence to transonic turbine blades. 

Deich et al. [2] systematically investigated the effects of 
trailing edge thickness and shape on loss over a range of Mach 
numbers. However, they do not present detailed experimental 
data and so their results are of little help in understanding the 
loss mechanism. However, they were able to correlate trailing 
edge loss as a linear function of trailing edge thickness. Prust 
and Helon [3] performed cascade tests at subsonic speeds on 
blades with different trailing edge shapes and thicknesses; they 
concluded that the loss is proportional to the drag coefficient, 
which is a function of the base pressure. As a result it is now 
widely accepted that a knowledge of the base pressure is essen­
tial to estimate both the loss coefficient and also the coolant 
flow when trailing edge ejection is applied. 

Conventional base flow theories, which largely originate 
from the work of Chapman and Korst [4-6], regard the 
separated shear layer immediately behind the trailing edge as a 
single parameter equilibrium flow and the effect of the 
upstream boundary layer is also included through only a single 
parameter, namely its momentum thickness. These assump­
tions greatly simplify the theory and may be reasonable for ex­
ternal base flows such as those around supersonic wings and 
rockets. However, the boundary layer on a turbine blade is far 
too complex to be described by a single parameter, especially 
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on the suction surface of a transonic blade where a shock 
wave-boundary layer interaction will inevitably occur. Siever-
ding's very detailed measurements of base pressure [7] clearly 
show that the base pressure increases when this interaction oc­
curs close to the trailing edge. Conventional base pressure 
theories cannot predict this effect. The presence of vortices in 
the separated shear layer has also been demonstrated by 
Camus [17] and this suggests that the cause of the low base 
pressure may be the high entrainment rate of fluid from the 
base region into the shear layer, which is induced by the vortex 
motion. The whole process is extremely complex and more 
rigorous and detailed measurements are needed. Despite this 
unsteadiness the flow is usually described in conventional 
time-mean terminology. From this viewpoint the distribution 
of shear stress in the shear layer plays a key role in the genera­
tion of the low base pressure. The higher the shear stress the 
greater the entrainment rate and the lower the base pressure. 
This mechanism helps to explain the difference between 
laminar and turbulent boundary layers and also the 
dependence of the base pressure on the Reynolds number. 

Since shape factor H is an indicator of the structure of the 
boundary layer and in particular its shear stress distribution, 
its value just upstream of the trailing edge might be expected 
to have an important influence on the base pressure. This is 
confirmed by the results of Paige [8] who found that changing 
the Reynolds number of a transonic turbine blade from 7 x 10s 

to 3 x 105 at a constant Mach number had very little effect on 
the momentum thickness but the boundary layer shape factor 
and the base pressure both changed significantly. The bound­
ary layer upstream of the trailing edge was less full at the lower 
Re and the base pressure was higher. Similar comparisons can 
be found in the results presented in [7] where the base pressure 
changed by about 15 percent according to whether or not a 
shock wave-boundary layer interaction occurred. The cor­
responding change in H was also about 15 percent; although 
there was also a change in d, it was far too small to explain the 
change in base pressure. 

The importance of the base pressure is illustrated by the fact 
that although Paige's blade was designed to reduce the 
strength of the shock wave-boundary layer interaction, and' 
succeeded in doing this, because of its lower base pressure its 
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Table 1 Blade geometric parameters 

Parameter 

Span h, mm 
Pitch p, mm 
Throat width/chord ratio 
Stagger angle, deg 
Inlet flow angle, deg 
Number of blades 
Trailing edge wedge angle 
Chord e, mm 
p/c 
h/c 
Throat width o, mm 
arccos (o/p), deg 

Blade RD 

101.6 
35.15 
0.3214 

29.6 
56.7 
6 
9 deg 
41.7 
0.842 
2.44 

13.4 
67.6 

Blade DK 

101.6 
35.15 
0.3214 

29.6 
56.7 
6 
9 deg 
39.6 
0.888 
2.57 

12.7 
68.8 

Blade DN 

101.6 
35.15 
0.3214 

29.6 
56.7 
6 
9 deg 
44.0 
0.799 
2.31 

14.1 
66.4 

Blade DC 

101.6 
35.15 
0.3214 

29.6 
56.7 
6 
6 deg 
41.7 
0.842 
2.44 

13.4 
67.6 

BLADE DN 

SOLID LINE - BLADE RD 
DOT-DASH LINE - BLADE DK 
DOTTED LINE - BLADE DN 

BLADE RD 

BLADE DK 

SOLID LINE - BLADE RD 

DOTTED LINE - BLADE DC 

BLADE DC 

3 X FULL SIZE 

Fig. 1 Profiles of four cascades 

overall loss was no less than that of the blade it was designed 
to replace. 

This paper presents experimental results for four different 
cascades and a comparison of the results with numerical 
predictions. The effect of the trailing edge thickness on the 
loss is first examined. This is followed by an investigation of 
the effects of different suction surface curvatures downstream 

of the throat. The effect of trailing edge ejection on the base 
pressure and loss are also briefly investigated. 

2 Apparatus and Instrumentation 

The datum blade profile, RD, is a typical midheight section 
from a highly loaded transonic aircraft gas turbine. The blade 
has been extensively tested at the Whittle laboratory and 
elsewhere and therefore its detailed performance is well 
documented [9]. The blade has 123 deg of turning and a design 
exit Mach number of 1.15. 

Two other blades, DK and DN, were derived from RD by 
moving the pressure surface tangentially and changing the 
pitch so that the trailing edge thickness was changed while the 
flow passage within the blade remained unchanged. This leads 
to a slight difference in the leading edge radius of the blades 
but the flow up to the throat should be very similar for all 
three. Downstream of the throat the suction surface flows will 
differ because the different trailing edge thicknesses generate 
different amounts of expansion and different shock strengths. 
Since the opening to pitch ratios also differ the exit flow angles 
will not be the same. These compromises are inevitable when 
investigating the effects of different trailing edge thickness on 
the flow. A fourth blade, DC, was derived from RD by chang­
ing the suction surface downstream of the throat to make it 
slightly concave. This provides a different Mach number 
distribution and boundary layer development on the suction 
surface downstream of the throat and the effect of these on 
the base pressure can be compared with the datum. The four 
blade profiles are shown in Fig. 1 and their main geometric 
parameters are listed in Table 1. The coordinates of the datum 
blade RD can be found in [16]. 

The blades were tested in the transonic cascade tunnel at the 
Whittle Laboratory; a description of the tunnel can be found 
in [10]. The Reynolds number based on blade chord and 
downstream flow conditions was held constant at 8.0 
(±0.2)xl05. The isentropic exit Mach number was varied 
from 0.8 to 1.2. The two central blades of the six-blade 
cascade were instrumented with static pressure tappings on the 
pressure and suction surfaces, respectively, and a tapping at 
the center of the trailing edge circle of both blades was used to 

Nomenclature 

a = speed of sound 
C = blade axial chord 
E = kinentic energy loss coefficient 
H = boundary layer shape factor 
M = Mach number 
p = static pressure 

Pc = stagnation pressure coefficient 

Re 
t 

U 

0 
5* 

e 

= Reynolds number 
= trailing edge thickness 
= Velocity 
= flow angle 
= boundary layer displacement 

thickness 
= boundary layer momentum 

thickness 

Subscripts 
1 = upstream of cascade 
2 = far downstream of cascade 
b = base 
e = edge of boundary layer 
o = stagnation conditions 
5 = static conditions 

te = trailing edge 
x = traverse position 
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Fig. 2 Details of the pressure probes 

measure the base pressure. The traverses were made with the 
combined stagnation-static-yaw probe shown in Fig. 2 and the 
error in the local Mach number is estimated to be less than 
0.01, except in the transonic regime where it is less than 0.02. 
The standard traverse condition was 40 percent axial chord 
behind the trailing edge and the traverses covered two blade 
pitches. However, only the second half of the data, covering 
the wake of the fourth blade, was used to evaluate the loss and 
flow angle. 

At the design condition of M2 = 1.15 further traverses were 
made at different distances behind the trailing edge and a 
boundary layer traverse was performed close to the trailing 
edge on the suction surface. 

3 Cascade Test Results 

3.1 Surface Mach Number Distribution. The isentropic 
Mach number distributions on the blade surfaces are plotted 
in Fig. 3. The farthest downstream point in all cases is ob­
tained from the base pressure measurement. It can be seen that 
the pressure surface is almost identical for all four blades but 
on the suction surfaces differences occur due to the different 
leading edge radii and to the different trailing edge shock-
expansion systems Two characteristics common to all four 
cascades are worth noting: (1) The blades are highly loaded 
over the whole chord with only a small amount of diffusion on 
the suction surface downstream of the throat; (2) all blades 
showed signs of separation downstream of the start of the dif­
fusion on the suction surface at exit Mach numbers over unity. 
Some (e.g., DK) also show signs of reattachment just 
upstream of the trailing edge while some (e.g., DN) have 
separation up to the trailing edge without reattachment. This 
boundary layer behavior will be shown to have a significant ef­
fect on the base pressure. 

3.2 Boundary Layer Upstream of the Trailing Edge. The 
boundary layers at about 98 percent chord on the suction sur­
face were measured using a flattened pitot tube (Fig. 2) at an 
exit Mach number of 1.15. The integral parameters are listed 
in Table 2. The high shape factors indicate that the layers are 
"separational" in all cases but the momentum thickness on 
blades DN and DK is about 50 percent greater than on the 

0.00 
0 .0 0 .5 

FRACTION OF AXIAL CHORD 

Fig. 3 Isentropic surface Mach numbers 

Table 2 Boundary layer integral parameters 

Blade d* H 

Blade RD 
Blade DC 
Blade DK 
Blade DN 

0.133 
0.143 
0.178 
0.169 

0.046 
0.048 
0.76 
0.070 

2.924 
2.952 
2.340 
2.433 

datum blade RD. These differences in momentum thickness 
are thought to be due to different mechanisms in the two 
cases. For DK the shock wave-boundary layer interaction is 
considerably stronger than on the other blades while in the 
case of DN it is believed that the suction surface boundary 
layer undergoes early transition because of the overaccelera-
tion around the thinner leading edge. 

3.3 Base Pressure Measurements. The variation of base 
pressure with back pressure is presented in Fig. 4. Except for 
RD and DC at M2 > 1.15, all the base pressures are higher than 
the back pressure. Generally a thinner trailing edge tends to 
have a higher base pressure both because the boundary layer is 
thicker relative to the trailing edge and because the suction 
surface Mach number immediately upstream of the trailing 
edge tends to be lower. 

The high level of the base pressures on these blades is be-
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lieved to be a direct result of the boundary layers being either 
separated or close to separation upstream of the trailing edge. 
This in turn is thought to be induced by the high wedge angle. 
As a result the base pressure is invaribly more or less equal to 
the pressure behind the suction surface shock wave-boundary 
layer interaction. 

3.4 Comparison of Losses. The kinetic energy loss coef­
ficients of blades RD, DK, and DN are compared in Fig. 5 (a). 
As is usual for such blades, the loss coefficient increases with 
Mach number and there is a particularly steep rise at exit Mach 
numbers around unity. This rise coincides with the decrease of 
base pressure shown in Fig. 4. At high speeds the change of 
loss with trailing edge thickness is closely linear. At lower 
speeds the losses of blades RD and DN are similar despite the 
fact that the boundary layer loss of DN is about 50 percent 
greater than that of RD. If we assume that the boundary layer 
loss is only a weak function of exit Mach number then sub­
tracting this component from the overall loss. Figure 5(b) 
shows clearly that the trailing edge loss is directly proportional 
to the thickness even at subsonic speeds. These results also 
show how the trailing edge loss is the major component of the 
overall loss. For RD, for example, the boundary layer loss is 
only about 30 percent of the total loss. 

3.5 Comparison of Blades RD and DC. A comparison 
of RD and DC, which have the same trailing edge thickness, 
shows the effect of the different extent of the suction surface 
separation on the loss. The concave curvature of the suction 
surface of DC close to the trailing edge is more prone to 
separation than is RD and a separation occurs even at sub­
sonic speeds. However, the flow reattaches just upstream of 
the trailing edge where the blade surface angle is less than that 
of RD. As a result the base pressure of DC is considerably 
lower than those of RD at subsonic speeds, while at supersonic 
speeds where both blades have similar levels of separation, the 
base pressures are similar. This is reflected in the loss curves 
shown in Fig. 5(c). 

3.6 Loss Development Downstream of the Trailing 
Edge. Because loss generation is an interactive process be­
tween different mechanisms it is impossible to break down the 
loss into different components. The conservation equations 
applied downstream of the blade show that the value of 
mixed-out loss is completely determined once the flow leaves 
the trailing edge; however, it is revealing to try to find where in 
the wake loss (i.e., entropy) is generated most rapidly. Wake 
traverses were made at distances of 5, 10, 15, 40, and 80 per­
cent axial chord behind the trailing edge. Very close to the 
trailing edge the probe accuracy is reduced by the very rapid 
variation in flow properties. Far downstream the periodicity 
degenerates due to reflections of shock and expansion waves 
from the free jet. As a result measurements at these positions 
are not as accurate as those at the usual traverse position. The 
results are presented in the form of relative stagnation 
pressure drop, PC=(Pol -P0x)/(Pm -P<a) where P0x is the 
mass-averaged stagnation pressure at the measuring plane. At 
the cascade inlet PC=0 while at the far downstream mixed-
out plane PC=1. 

Figure 6 shows that there is a very steep increase of PC close 
to the trailing edge, indicating that about 20 percent of the loss 
occurs in the immediate vicinity of the trailing edge where little 
of the shock loss has yet occurred. It is thought that this loss is 
due to intense viscous mixing. At 80 percent axial chord 
downstream about 80 percent of the total loss has occurred in­
dicating that there is still significant shock and mixing loss tak­
ing place well downstream of the blade. It is an interesting 
question whether any of this loss can be recovered in a 
downstream blade row. 
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4 Comparison With Numerical Predictions 

4.1 Calculation Procedure. A combination of methods 
was used to predict the flow field. The inviscid flow was 
calculated using a time marching Euler solver [11], which 
should include the shock loss. The boundary layer develop­
ment was calculated using the integral boundary layer pro­
gram developed by Herbert and Calvert [12]. Once the 
mainstream flow and the boundary layer parameters were 
known a base pressure prediction based on Carriere's method 
[6] was used at supersonic speeds while Nash's method [5] was 
used at subsonic speeds. Finally the mass and momentum con­
servation equations are applied between the trailing edge plane 
and far downstream to calculate the mixed-out loss. The 
details of the methods can be found in [5,6, 11, 12] and their 
application is described in [13]. In reality the inviscid flow, the 
boundary layers, and the base flow interact with one another 
and the calculation should be iterative. However, in view of 
the shock smearing in the Euler solver and the limitations of 
the boundary layer method in dealing with shock wave-
boundary layer interaction, this interation is not thought to be 
worthwhile at present. Hence, the calculations were carried 
out successively, without iteration. An advantage of this ap­
proach is that the calculated values can be replaced by 
measured ones when available and so the error in that part of 
the calculation can be assessed. 

4.2 Inviscid Flow Field. The predicted blade surface 
Mach number distributions are compared with the- measured 
ones at M2 = 1.15 in Fig. 3. The comparison at other speeds is 
similar. No special modeling of the trailing edge flow was 
used. The agreement is fairly good On the pressure surface and 

on the suction surface up to the location of the shock wave. 
The calculation always predicts this to lie farther downstream 
than the measurements and the predicted peak Mach number 
is always higher. The magnitude of the discrepancy increases 
with the strength of the shock wave and hence with trailing 
edge thickness. As a result the calculation will overestimate the 
shock loss. Also the errors in the Mach number distribution 
over the rear of the suction surface will induce errors in both 
the boundary layer and the base pressure predictions. 

4.3 Boundary Layer Predictions. The calculated integral 
parameters of the boundary layer on the suction surface just 
upstream of the trailing edge are plotted against Mach number 
in Fig. 7. Although the shape factors are high and the predic­
tions indicate that the boundary layer is close to separation, no 
separation is actually predicted. This is possibly a consequence 
of the errors in the inviscid calculations that predicted the dif­
fusion starting too close to the trailing edge and overestimated 
the acceleration prior to it. The predicted displacment 
thicknesses are similar for all four blades and the differences 
between them are due to differences in the predicted diffusion 
over the rear suction surface. The predicted value of momen­
tum thickness is close to the measured value for blades RD and 
DC at M2 = 1.15. The calculations show that, provided the 
boundary layers remain attached, the variation of momentum 
thickness with exit Mach number should be small. 

4.4 Base Pressure. The upper part of Fig. 8 shows the 
base pressure predictions for the three blades. In the case of 
blade DN the ratio of boundary layer thickness to trailing edge 
thickness is outside the range of the base pressure theory and 
no prediction could be obtained. All the predicted base 
pressures are significantly lower than the measurements. This 
is thought to be because Carriere's prediction method assumes 
fully developed boundary layers with shape factor about 1.5, 
while the actual boundary layers are much closer to separation 
with shape factors about 2.5. As a result the shear stress in the 
boundary layer is much less than is assumed in the model and 
the base pressure is correspondingly higher. The same ex­
planation applies to Sieverding's [7] experiments, which also 
showed high base pressures on a model trailing edge. 

Also plotted in Fig.8 is the base pressure predicted by the in­
viscid time marching calculation. In this calculation a cusp is 
fitted to the trailing edge to model the actual base triangle. 
The average pressure on the sides of this cusp can be taken as a 
predicted base pressure. This pressure is to some extent related 
to the shape of the cusp but is not strongly dependent on it. 
Schlieren photographs of the base region usually show the 
separated zone behind the trailing edge to be of the order 
1.5-2 trailing edge thicknesses in length and so the length of 
the cusp was set to a similar value. 

As can be seen this inviscid calculation gives a much better 
prediction of base pressure than does the base pressure theory. 
The reason why an inviscid computation can give reasonable 
predictions of base pressure, which is generally considered to 
be a viscous phenomenon, is an interesting question. In brief it 
is considered that the base pressure is largely predetermined by 
the global conservation equations, in exactly the same way as 
the pressure on the rear face of an orifice plate is completely 
predictable despite the fact that the mechanism of dissipation 
behind it is entirely viscous. If the inviscid calculation predicts 
the momentum flux just upstream of the trailing edge ac­
curately for a specified downstream pressure then the base 
pressure is fixed by applying conservation of momentum be­
tween the two planes. For a cascade of unstaggered flat plates 
(or for a single plate in a wind tunnel) the flow just upstream 
of the trailing edge will be uniform and at sonic conditions and 
so the base pressure is uniquely fixed. For a turbine cascade 
the momentum flux is itself influenced by the base pressure 
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and the implication from the success of the inviscid prediction 
is that this influence is not great. The measured base pressures 
are compared with the base pressure theory and with Siever-
ding's correlation in Fig. 4. It can be seen that the measured 
pressured are considerably higher than either prediction. 

4.5 Loss and Deviation Prediction. The measured and 
predicted losses are compared in the lower part of Fig. 8. 
Three different predictions are shown, namely: one with the 
base pressure taken from experiment, one with the base 
pressure taken from the base pressure theory, and one with the 
base pressure taken from the inviscid calculation. In addition, 
to illustrate the magnitude of the boundary layer loss, predic­
tions using the inviscid prediction of base pressure but without 
any boundary layer loss are included. 

It can be seen that the predicted exit angles are consistently 
about 1-1.5 deg higher than those measured (i.e., the ex­
periments show underturning). Those calculated using the 
base pressure theory are in slightly better agreement than the 
other predictions. 

The loss predictions show even larger discrepancies. The 
results for blade DN at subsonic speeds show that the bound­
ary layer loss is greatly underestimated. This can only partly 
be explained by the fact that the predicted velocities on the 
rear suction surface are lower than those measured. The loss 
calculated using predicted base pressures generally shows a 
more rapid increase at transonic speeds than that measured. 
This is thought to be partly due to the inclusion of numerical 
loss from the time marching calculation in the predictions. 
The main causes of the discrepancies are thought to be the 
underestimation of the boundary layer loss and the 
underestimation of the base pressure by the base pressure 
theory. For blades RD and DC these two errors partly cancel 
and the predictions using base pressure theory are closer to the 
measurements. 

It is clear from the results that predictions of loss for tran­
sonic blades of this type is far from an exact science. 

5 Effect of Ejection on Base Pressure and Loss 

The work of Motallebi and Norbury [14] and of Sieverding 
[15] shows that a small amount of flow ejection into the base 
region can produce a significant increase in base pressure. 
However, the effect on loss has not been explored and it is not 
clear whether the loss reduction expected from the increase in 
base pressure is sufficient to compensate for the additional 
loss suffered by the ejected flow in the internal passages used 
to supply it to the base region. To investigate this, high-
pressure air from the blade pressure surface was introduced in­
to the base region by three small passages. Details of these are 
shown in Fig. 9. Their opening into the trailing edge was 1.5 
mm X 2.5 mm and their length was about 4 mm. The passages 
were spaced 16 mm apart and covered half the blade span. 
Within this half span the ejection rate was about 1 percent of 
the mainstream flow rate. 

5.1 Ejection Geometry. Two slightly different 
geometries were tried as illustrated in Fig. 9. In one the 
pressure surface and the trailing edge were connected by holes, 
which will be referred to as "ducts." In the other the connec­
tion was via "slots," which effectively thinned the trailing 
edge locally. Wake traverses were performed at 40 percent ax­
ial chord behind the trailing edge at three spanwise positions. 
At positions 1 and 3 the probe was located midway between 
the ejection slots while at position 2 it was directly behind a 
slot. Only the third blade in the cascade was modified for ejec­
tion and traverses were continued over two blade pitches so 
that the modified blade wake could be compared with that of a 
normal blade. The loss plotted in Fig. 10 is that obtained from 
the wake of blade 3. 
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Fig. 9 Sketch of trailing edge ejection devices, ejection from pressure 
surface: blade DK 
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Fig. 10 Effect of trailing edge ejection on base pressure and loss 

5.2 Base Pressure. The change in base pressure due to 
ejection from the ducts is shown in Fig. 10. The three tappings 
give slightly different results because number one is at 
midspan and is only partly influenced by the ejection while 
tapping number three is in a region influenced by secondary 
flow. The change in base pressure is always positive and in­
creases in magnitude as the flow becomes transonic. 
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5.3 Effect of Ejection on Loss. The measured losses are 
shown in Fig. 10 for ejection from the ducts. The loss at posi­
tion 3 is significantly reduced by the ejection but that at posi­
tion 2 is considerably increased. The loss at position 1 is also 
increased by loss originating from the point of ejection. In fact 
Fig. 11 shows that, at subsonic speeds, the loss at position 1 is 
significantly reduced compared to that of the adjacent blade. 
The displacement of the wake at traverse point 2 indicates a 
considerable overturning of the wake behind the slot. In order 
to investigate this three dimensionality further a pitot rake was 
used to obtain stagnation pressure contours behind both types 
of modified trailing edge. The results are shown in Fig. 12. It 
is clear that high loss cores are generated behind both the ducts 
and the slots and that no region of two-dimensional flow ex­
ists. The flow is extremely complex with significant differences 
being produced by the small geometric differences between the 
slots and the ducts. All that can be concluded is that con­
siderable extra loss is generated in the flow passing through 
the slots or ducts and it is not obvious that the reduction in 
base pressure is sufficient to compensate for this. 

6 Conclusions 

The major conclusions to be drawn from this work are: 

1 At transonic speeds trailing edge loss is the major com­
ponent of profile loss, even for blades with moderate trailing 
edge thickness. Typically about 70 percent of the loss genera­
tion occurs downstream of the trailing edge. 

2 The blades tested have a comparatively high base 
pressure at transonic speeds. This is thought to be due to a 
combination of the high wedge angle with a thick boundary 
layer upstream of the trailing edge. 

3 The trailing edge loss is directly proportional to trailing 
edge thickness with the constant of proportionality being 
greater at transonic and supersonic speeds. 

4 Conventional base pressure theories are unable satisfac­
torily to predict the base pressure of transonic turbine blades 
because they do not make allowance for the detailed state of 
the boundary layer upstream of the trailing edge. The shear 
stress in this boundary layer as reflected in its shape factor is 
believed to be an important parameter. 

5 The loss prediction method used in this investigation re­
quires an accurate prediction of the suction surface pressure 
distribution upstream of the trailing edge in order to predict 
the boundary layer loss. As a result of this and of the inac­
curate base pressure prediction the accuracy of loss prediction 
is poor. 

6 Inviscid calculations using time-marching solutions of 
the Euler equations can give a surprisingly good prediction of 
the base pressure. This is worth further investigation to see 
whether it applies to other blades and whether it can be used as 
a basis of a general prediction method. 

7 Introduction of trailing edge ejection through simple 
passive devices can give significant increases in base pressure. 
However, the additional loss suffered by the ejected fluid may 
not compensate for the reduction of trailing edge loss and fur­
ther investigation is necessary to quantify this. 
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Tip Leakage Flow in a Linear 
Turbine Cascade 
An experimental and analytical study of flow in the tip clearance gap of a linear tur­
bine rotor blade cascade has been performed. Measurements of wall static pressures 
and flow velocities are used to verify a flow model involving a vena contracta, near 
the tip gap entrance, followed by flow mixing to fill the gap. A frequently referenced 
potential flow theory for flow into a tip gap is found to be in error and the correct 
theory is shown to model the unloading along the pressure surface of the blade and 
the endwall static pressure distribution up to the vena contracta accurately. A com­
bined potential flow and mixing model accounts for the pressure rise in the tip gap 
due to mixing. Turbine tip heat transfer is also discussed and a correlation of local 
heat transfer rates for essentially incompressible flow over unshrouded turbine rotor 
blades is presented. 

Introduction 

Efficiency losses and high heat transfer to blade tips are two 
major problems caused by tip leakage flows in gas turbines; 
thus tip leakage contributes important limitations to overall 
performance and durability. The strategy employed to reduce 
the leakage losses is to reduce the flows by reducing the 
discharge coefficients of the tip gaps (Booth et al., 1982; 
Wadia and Booth, 1982) or by reducing the clearances 
themselves (Hennecke, 1985). Both reduction of the discharge 
coefficents and reduction of heat transfer to the blade tips 
(Metzger and Bunker, 1985) require detailed understanding of 
the flows in the tip leakage gaps. It is therefore surprising that 
there is so little emphasis on these details in the literature. 

Rains' Flow Models. Rains (1954) considered flow 
through the tip gap of a compressor blade. He noted that the 
pressure gradient across the blade is much larger than that 
along the blade. Thus, the tip gap flow can be considered as 
normal to the camber line of the blade. He presented an 
idealized flow model based on incompressible potential flow 
theory and also suggested a "more plausible" flow model with 
separation, reattachment, and flow mixing. These two models 
are shown in Fig. 1. 

For the potential flow model Bernoulli's equation was ap­
plied between the conditions far upstream and downstream of 
the tip gap to give 

U, = [ (pn -Pz)\ 
1/2 

(1) 

Referring to Fig. 1(a), the pressure all along the free 
streamline under the blade was taken as equal to p2. The con­
traction ratio, a, giving the ratio of the downstream jet width 
to the tip gap height, was determined to be 7r/(7r + 2) or 0.611. 
With the exception of tip pressure measurements made on the 
pressure and suction sides of the tip gap on the endwalls, no 
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experimental confirmation of his potential flow theory was 
provided. 

Rains' "more plausible" model contains mixing after the 
vena contracta, shown in Fig. 1(b). 

Booth et al. (1982) stated that at normal tip clearances, 1-2 
percent of the blade height, viscous effects are fairly small, be­
ing reduced to those creating separations and reattachments, 
but they did not mention mixing. They sought to reduce the tip 
gap discharge coefficient by adjusting the blade tip shape. 

Wadia and Booth (1982) then modeled the tip gap leakage 
flow with a two-dimensional viscous analysis. For a flat tip, 
their experimental data, from pressure taps located under the 
tip gap, but not including any on the blade tip, were compared 
with their theory. Both the data and the theory showed the 
pressure falling at the tip gap entrance and then remaining 
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relatively constant up to the gap exit, similar to what Rains' 
potential flow model would predict and, rather surprisingly, 
showing no evidence of a vena contracta. 

Tip Gap Exit Measurements of Graham. Graham (1985) 
measured velocity profiles near the tip gap exit, close to the 
suction surface, of a turbine blade in a linear water-flow 
cascade. He presented results for three tip gap heights: 3.9, 
2.8, and 1.8 percent of blade height; the corresponding ratios 
of local blade thickness to tip gap height were 2.5, 3.5, and 
5.2, respectively. 

With the largest tip gap, Graham noted an area of relatively 
low velocity (approximately 1/2 the potential flow velocity) 
near the blade tip, which he explained as due to "the wake of 
the large entry bubble observed just inside the edge between 
the pressure surface and the tip surface." As the clearance gap 
was reduced from 3.9 to 2.8 percent he found the bubble-wake 
region to be significantly reduced with little change in the 
velocity or size of the "main potential flow region." At 1.8 
percent clearance, the flow was approaching a fully developed 
profile with similar velocity distributions near both surfaces 
and a reduced velocity in the middle of the flow. 

Graham did not attempt to explain his results in terms of 
Rains' flow models but they are, in fact, qualitatively consis­
tent; the differences between the cases are simply explained by 
the different distance-to-height ratios, x/St (see Fig. 1 {a)), of 

the measurements. For example, with the largest tip clearance, 
the potential flow has a quite uniform velocity and it extends 
to approximately 60 percent of the tip gap from the endwall; 
this profile represents the flow distribution at the vena con­
tracta, i.e., at x/8t of about 2.0. At large distance-to-height 
ratios, the flow becomes attached on both walls and the veloci­
ty distribution approaches a fully developed profile. 

Present Contribution. In this paper we will describe some 
measurements and observations of tip leakage flow develop­
ment in a linear turbine cascade. A physical interpretation of 
the results is then developed based on potential flow theory, 
potential flow theory with mixing, and boundary layer theory. 
The literature on flow and heat transfer near the entrance of 
round and rectangular channels is used to complement the 
present measurements and theoretical models. As a result, a 
picture of flow in the tip clearance gap and heat transfer to the 
tips of turbine rotor blades is obtained that should be useful in 
the design of unshrouded turbine rotors. 

Experimental Apparatus 

Cascade Test Section. The cascade consisted of five blades 
and a pair of adjustable end pieces, creating six passages. The 
cascade geometry is shown in Fig. 2 and a cross-sectional view 
F-Kis shown in Fig. 3. The blades were designed to be almost 
identical to ones built earlier by Moore and Ransmayr (1984), 
and are geometrically similar to blades used by Langston et al. 
(1977). This blade profile was chosen for the tip clearance 
study because of the previous work done on it at VPI&SU, 
and in order to complement the wealth of information now 
available on it, for example, see Moore et al. (1987) and Gra-
ziani et al. (1980). 

One major difference from the previous VPI&SU turbine 
cascade was the presence of a tip gap, which necessitated that 
the blades be supported from one end only, the other end be­
ing the blade's bottom surface. Also, different locations for 
additional static pressure tappings were utilized. Other than 
this, the blades were constructed following the method 
described in Moore and Ransmayr (1984). The blade sizes 
were not altered; the blade overall dimensions are: 

Axial chord = 
Blade height = 
Pitch 

235.2 mm 
234.4 mm 
224.8 mm 

The airfoil section is that of a reaction turbine rotor with 
mean camber line angles of f3{ = 43.99 deg and 182 = 25.98 deg. 
The air inlet angle is 44.7 deg, close to zero incidence. The 
Zwiefel loading parameter is 1.124. 

Trip wires of 0.51 mm diameter were epoxied to the blade 
surfaces in an attempt to start uniform turbulent profile 
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Fig. 3 View V-V of cascade test section (see Fig. 2) 

boundary layers in the spanwise direction. They were located 
approximately 3 mm downstream of the joints of the leading 
edge Plexiglas tubes and the Plexiglas sides. The areas of con­
tact between the Plexiglas sides and the bottom aluminum 
formers were bonded together with silicon rubber to prevent 
any air leaks into the tip gap region. All surface irregularities 
were removed and joints and countersunk screw holes were 
filled with plasticene to create a smooth surface. 

The five blades were bolted through the top endwall to a 
piece of aluminum channel, as shown in Fig. 3. This channel 
was secured to the two wooden end pieces, which had no tip 
gap and were themselves bolted to the top and bottom 
end walls. 

Tip Gap. The tip clearance gap was 2.1 percent of the 
blade span, 5.0 mm. Across the blade row, the tip gap varied 
from 2.0 to 2.3 percent. However, for the middle three blades, 
the variation was only between 2.0 and 2.1 percent. 

Using Graham's (1985) tentative plot of various tip leakage 
flow regimes, a tip clearance of at least 1.2 percent in an 
engine operating at standard speed is expected to produce a tip 
leakage vortex in the blade passage. The 2.1 percent tip 
clearance at zero endwall speed of the present study also pro­
duced this flow behavior. 

Endwall Boundary Layer Bleeds. Two boundary layer 
bleeds, one on either endwall upstream of the blade row, were 
located approximately one half of an axial chord upstream of 
the blade leading edges, as shown in Fig. 2. They reduced the 
size of the endwall boundary layers as they entered the blade 
cascade. The purpose of this was to reduce secondary flows so 
that the three-dimensional flow development would be 
dominated by the tip gap leakage flow. The tests with the 
earlier VPI&SU turbine cascade used a thick inlet boundary 
layer, 899/AZ = 0.16. Here an attempt was made to reduce the 
inlet boundary layer thickness below that of the tip clearance 
gap, 5,/AZ=0.021. 

The two bleed pieces were constructed of 19-mm-thick 
aluminum, 76 mm wide. The leading edges were chamfered to 
produce the shape shown in Fig. 3. The chamfer was selected 
to reduce the possibility of flow separation occurring over the 
leading edge of the bleed pieces. The height of the bleeds, 
from the leading edge of the chamfer to the endwall, was 25.4 
mm. 

A 0.51-mm-dia trip wire was epoxied on the tunnel side of 
the chamfer on each of the two aluminum bleed pieces, ap­
proximately 9.5 mm downstream of the leading edges, as 
shown in Fig. 3. The trip wire assisted the establishment of a 
uniform turbulent endwall boundary layer entering the blade 
row. 

The plenum chambers for the endwall bleeds were built 
from 3 mm aluminum. They were made to be as identical as 
possible, to produce uniform effects on the flow. The air flow 
left the plenum through a series of bleed holes. These holes, 
symmetrically located around the blade positions to produce 
similar flow, were sized to have the same pressure drop as flow 
through the blade cascade. Outside of, and bolted to, the 
plenum were sliding bleed hole covers which could be adjusted 
to change the area of the bleed holes, as can be seen in Fig. 3. 
These bleed hole covers were used with the two wooden bleeds 
to provide and maintain cascade flow repeatability. 

Measurement Locations Upstream. The three-
dimensional viscous flow calculations of Moore and Moore 
(1985) showed a static pressure contour extending approx­
imately straight upstream from the leading edges of the 
blades, with a value corresponding to the upstream static 
pressure. This contour appeared to intersect the blade close to 
the location of the camber line at the leading edge. Similar 
behavior is observed in the two-dimensional inviscid flow 
calculations of Langston et al. (1977) and Graziani et al. 
(1980). Hence, measurements of the upstream static pressure 
and the upstream endwall boundary layers were made along 
such contour lines. 

The velocity profiles of the endwall boundary layers were 
measured using a pitot probe at locations A, B, and C, 30 per­
cent of an axial chord upstream of the leading edges of blades 
4, 3, and 2, respectively, as shown in Fig. 2. Corresponding 
upstream static pressures were measured at the endwall, axial-
ly upstream of points, A, B, and C, 1/3 of an axial chord 
upstream of the leading edges. These velocity and pressure 
measurements were made on both the top and the bottom 
walls. 

Blade Static Pressures. Blade loading was measured on 
blade 3, the middle blade, using static pressure tappings at 45 
percent span from the top endwall. The axial locations of the 
planes used to locate the static pressure tappings are shown in 
Fig. 4. These planes closely correspond to the measurement 
planes used by Moore and Ransmayr (1984) and by Langston 
et al. (1977). 

Flow repeatability was established using static pressure 
tappings on the blade leading edges and by adjusting the 
cascade end pieces. All five round leading edges were in­
strumented with three static pressure tappings; Fig. 4 shows 
the angular locations. 

Tip Leakage Flow. The tip leakage flow considered in 
detail in this paper is that entering the tip gap on the pressure 
side of blade 3 at plane 6a, at 60 percent of an axial chord, and 
exiting on the suction side at plane laa, at 72 percent of an ax­
ial chord. This assumed flow path is perpendicular to the 
camber line of the blade, as suggested by Rains (1954) and also 
as indicated by endwall flow visualization in the present study. 

The pressure distribution through the tip gap, on plane 
6a-laa, was measured using wall static pressure tappings on 
the bottom of blade 3 and on the endwall beneath blade 3, at 
the points shown in Fig. 4. For the bottom endwall, these 
points were supplemented with data from beneath blade 2 and 
from plane 6a-6a beneath blade 3. 

Blade unloading on the pressure surface at plane 6a was 
measured on blade 2 with static pressure tappings at 0.5, 1.0, 
1.5, 2.0, 2.5, and 5.9 tip gap heights from the bottom end of 
the blade. 
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Bottom of Blade Bottom Endwall 
Fig. 4 Locations of static pressure tappings 

Tip Gap Exit. The tip gap exit velocity profile was 
measured at location D in Fig. 2. The tip of the pitot probe 
was located 6 mm upstream of the tip gap exit at plane laa, so 
as not to interfere with the corresponding reference static 
pressure tapping on the endwall. 

Measuring Equipment. Two pitot probes, both con­
structed for this study, were used for measurement of velocity 
profiles. Both probes had flattened tips to provide more ac­
curate total pressure readings. The thickness of the probe tips 
was 0.53 mm. A one-dimensional traversing gear arrangement 
was used with the pitot probes. A dial gage, readable to ±0.01 
mm, was used to locate the probes. Pressure readings were 
converted into electrical signals by a Statham pressure 
transducer. 

Results and Discussion 

Flow Conditions. The inlet free stream velocity was 
U0 =20.1 m/s. The air density and viscosity were 1.11 kg/m3 

and 0.0000188 kg/ms, respectively, at the standard test condi­
tions of 94.9 kPa and 298 K. The Reynolds number based on 
the blade axial chord and an exit velocity of 32.3 m/s was 
4.5X105. 

Upstream Endwall Boundary Layers. The integral 
parameters of the turbulent endwall boundary layers, at 
X/c- -0.30, were as follows: 

Boundary layer thickness S99 = 2.18 mm (±0.13) 
Displacement thickness 5* = 0.28 mm (±0.02) 
Momentum thickness 6 = 0.19 mm (±0.01) 
Shape factor Hn = 1.47 

These values show the average and maximum deviation from 
the average for measurement locations A, B, and C on both 
the top and bottom walls. The boundary layers had the same 
uniform thickness on both walls, and this thickness of 2.2 mm 
was less than half of the tip clearance height of 5.0 mm. 

Blade Loading. The static pressure distribution around 
the blade at 45 percent span is presented in Fig. 5. The results 
are compared with values from Moore and Ransmayr (1984), 
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Fig. 5 Static pressure distribution around blade 3 at 45 percent span 

who used the same blade shape and size but had no tip gap in a 
slightly different wind tunnel configuration. The agreement is 
good, especially on the pressure surface. However, there are 
quite large differences along the suction surface. 

One reason for this is that the ratio of the inlet boundary 
layer displacement thickness to the passage height for the pres­
ent tests is much smaller (S*/AZ=0.0012) than that of Moore 
and Ransmayr (5*/AZ=0.023). The effectively larger mass 
flow rate in the present tests increased the loading on the 
blade. This effect of lowered suction surface pressures, caused 
by a thinner inlet boundary layer, was also observed by Gra-
ziani et al. (1980). 

Secondly, the thinner inlet boundary layer, combined with 
the presence of a tip gap, alters the three dimensionality of the 
flow. The present cascade had a smaller passage vortex in the 
upper half of the passage, little evidence of a horseshoe vortex 
in the bottom half, and a tip leakage vortex. Thus, the three-
dimensional flow in the present tests is quite different from 
that of the earlier tests; and variations in the wall static 
pressure, especially on the suction surface, are also corre­
spondingly different. 

Flow Visualization. Flow visualization tests were per­
formed to study the flow pattern on the tip gap endwall and on 
the suction surface of blade 3. The visualization was achieved 
by painting a mixture of diesel oil and titanium dioxide onto 
an aluminum sheet taped to the bottom wall and onto a Mylar 
sheet taped to the suction surface. 

Endwall Surface Flow Visualization. A schematic of the 
endwall surface flow visualization around and under blade 3 is 
given in Fig. 6. 

At the endwall, the turbulent inlet boundary layer appears 
to split close to point L, along the thick dashed lines LI and 
L2. This flow approaching the blade leading edge, instead of 
rolling into a horseshoe vortex, as is common in a blade row 
with no tip gap, flows either under the tip clearance to the suc­
tion side of the blade, or across the passage as a secondary 
flow toward the suction side of the next blade. Upstream of 
XI, this flow stays attached under the blade until it separates 
along SI, when it encounters the flow in the passage on the 
suction side of the blade. Here, SI lies under the blade outline; 
it continues downstream, moving out into the flow passage as 
the tip leakage flow penetrates into the flow path. 

The tip leakage flow separates along line SI and secondary 
flow moving from the pressure side of the passage to the suc­
tion side of the passage separates along line S2 as they meet. 
Flow in the region between SI and S2 appears to be quite three 
dimensional and is difficult to interpret. 

Downstream of LI, running the remaining length of the 
blade, lie a separation line and a reattachment line, S3 and Rl, 
respectively. As will be discussed below, this seems to be a 
laminar boundary layer separation followed by a turbulent 
boundary layer reattachment. This laminar boundary layer 
could be created in the blade passage after the inlet turbulent 

JANUARY 1988, Vol. 110/21 

Downloaded 01 Jun 2010 to 171.66.16.56. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 6 Schematic of endwall flow visualization showing details of flow 
under blade 3 

Bottom of Blade 3 , Plane 6a-7aa 
Bottom Endwall 

O under Blade 3 , Plane 6a-7aa 
V under Blade 3 , Plane 6a-6a 
A under Blade 2 , Plane 6a 

S - Separation 
R- Reattachment 

leakage vortex was seen along the bottom of the suction sur­
face. The extent of the influence of the vortex up the suction 
surface away from the tip gap increased until about halfway 
along the suction surface and thereafter it remained constant 
at about 12 percent of blade height. Near the trailing edge, the 
leakage vortex seemed to be mixing and causing more rapid 
divergence of the limiting streamlines. 

Tip Gap Static Pressures. Figure 7 shows wall static 
pressure distributions for the tip gap along plane 6a-laa, 
which is approximately the path of flow entering the tip 
clearance at plane 6a. The static pressures along the bottom 
endwall, represented by the dotted line, show the flow ac­
celerating rapidly as the tip gap is approached. At the entrance 
of the tip gap, the static pressure coefficient Cps has fallen 
from 0.61 to -2.44. The flow continues to accelerate along 
the endwall until approximately 18 percent through the gap 
(x/5, = 1.3) where Cps is -5 .8 . Along the blade bottom, near 
the entrance to the tip clearance, the static pressure coefficient 
reaches a minimum value for this plane, Cps< min = — 6.9. Now, 
in the same region through the tip gap, 18-20 percent, both the 
endwall and blade bottom pressures start to rise rapidly, 
reaching about the same pressure at the tip gap exit, 
^ = - 3 . 1 . 

Several observations can be made. The velocity on the blade 
bottom is expected to be quite high with such a low pressure. 
Assuming Bernoulli's equation applies, the velocity can be 
estimated from 

Um 

Un 

-— (c — c V 
— V ^pt, 1 '-ps, min.' 

With Cpu lf ideal = 1.0 and CpSy min = - 6.9, Um 

(2) 

„/£/„ = 2.81 and 

SUCTION 
SIDE 

m̂ax = 56.5m/s. 
Also, mixing seems to occur in the final 80 percent of the tip 

gap, as evidenced by the pressure rise on both the endwall and 
the bottom of the blade. This suggests the presence of a vena 
contracta at the minimum pressure along the endwall. This 
vena contracta has been hypothesized by Rains (1954) and has 
been partially observed by Graham (1985). 

From the flow visualization, separation was seen to occur 
on the endwall at approximately 35 percent along plane 
6a-laa, with reattachment at approximately 56 percent, 
marked by S and R, respectively, in Fig. 7. At the separation 
point Cps is read as —5.1. Bernoulli's equation can be used 
again to find the velocity ratio for potential flow along the 
endwall, thus 

0 x /S , 7 

Fig. 7 Tip gap static pressure distributions, plane 6a-7aa 

boundary layer is convected away, and might be caused by in-
viscid free-stream flow then flowing down toward the endwall. 
This inviscid flow seems to attach as a laminar flow along Al 
and then accelerate away from this line in a divergent flow pat­
tern. This was confirmed by static pressure measurements 
along two planes of the blade passage which show pressure 
maxima at the marked points Ml and Ml (Tilton, 1986). Belik 
(1977) and Senoo (1958) are apparently the only ones to have 
validated this laminar endwall boundary layer hypothesis in a 
turbine cascade (Sieverding, 1985). Our results, indicating 
laminar separation of the endwall boundary layer beneath the 
blades, constitutes a third observation of this behavior. 

The tip leakage vortex dissipates downstream, as is sug­
gested by SI and R\ merging. The flow continues to separate 
along S3 and S2 as the two passage flows mix together. 

(—) = (-
V (/_.„„ / endwall \ 

^pf, 1 ^ps -1 ' e n d w a 1 1 V CpU , - CpSi m i n / endwall 

using CpU IMea, = 1.0, from the vena contracta, CpSimin = - 5.8, 
to this separation point, the flow slows to (C /̂t/max)endwaii 
= 0.95. 

Turbulent boundary layer separation usually occurs in the 
range of C//t/max = 0.5-0.7, whereas laminar separation occurs 
when C//[/max = 0.95. Thus, this value suggests laminar separa­
tion and supports the conclusion of Belik (1977) and Senoo 
(1958) that the endwall boundary layer can be laminar. The 
present results suggest that the endwall boundary layer 
downstream of lines LI and LI in Fig. 6 is initially laminar. 

Tip Gap Exit Velocity Distribution. The tip gap exit 
velocity profile for plane 6a-7aa is plotted in Fig. 8. The end-
wall boundary layer has a thickness of about 2 mm and its 
shape corresponds quite closely to a l/7th power law; thus it 
appears to be a turbulent boundary layer. It is concluded that, 
after the laminar boundary layer separation on the endwall at 
approximately 35 percent of the way into the tip gap 
(x/bt = 2.5), the reattachment that follows at approximately 56 
percent (x/S, = 3.9) is probably turbulent. 

Suction Surface Flow Visualization. Evidence of a tip Tip Gap Reynolds Number. The mean exit velocity at 
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Fig. 8 Tip gap exit velocity distribution at plane 7aa 

plane laa is found from Fig. 8 to be about 1.71 U0 or 34.3 
m/s. The tip gap height was 5 mm. Thus the Reynolds number 
for tip gap flow at plane 6a-laa in the present tests was 
Re6, = pM5,/jU=1.0xl04. 

Flow Analysis 

Potential Flow. Potential flow theory has been used 
before to describe flow into a tip gap. Rains, in 1954, 
developed a model, based on flow at rest entering a slot, Fig. 
1(a), where, based on symmetry, the centerline of the slot was 
the bottom endwall. His solution yielded the following equa­
tion for obtaining the velocity at any position in the flow field: 

ut + t 5,0- r / i/f+f \ 2Ut h 
(4) 

where a, the contraction ratio, is 7r/(7r + 2), f is the complex 
velocity, u — iv, and U, is the tip clearance velocity normal to 
the blade. Using Bernoulli's equation between the upstream 
and downstream pressures, Pn and P2, respectively, then 

U,= \ (Pn-P2) (1) 

This solution has two limiting cases. One is for flow along the 
endwall and the other is for flow on the pressure surface of the 
blade as the tip gap is approached. Rayleigh in 1876 (following 
Kirchhoff, in 1869) also solved this potential flow problem, 
however, just for these two limiting cases. The two theories, 
Rayleigh's and Rains', were compared and were found to be in 
disagreement. The discrepancy was found to be in Rains' 
theory. The corrected general solution was found to be 

Ut + t ut-25,<r r / U. + t \ U.l (5) 

This solution, derived from an analysis by Milne-Thomson 
(1968), matches the two limiting cases of Rayleigh's theory. 

Comparison With Static Pressure Data. The static 
pressure data for flow through the tip gap along plane 6a-laa 
are compared with Rayleigh's theory, for the endwall in Fig. 

Rayleigh's Theory 
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data poin1 
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Fig. 9 Static pressures on the endwall compared with potential flow 
theory 
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Fig. 10 Static pressures on the blade pressure surface compared with 
potential flow theory 

9, and for the pressure surface of the blade in Fig. 10. The 
static pressure coefficients were normalized in the following 
way: 

(C„ „)/(C» •c„ a) 

For all the data, a value of Cmt min = -6.85 was used. This 
was the average value of the lowest pressures obtained on the 
bottom of the blade, rather than on the endwall; see Fig. 7. As 
noted in Fig. 1 (a), the free streamline, as predicted by poten­
tial flow theory, would have approximately the same pressure 
as the bottom of the blade. This is due to the dead flow region 
between the free streamline and the blade bottom surface 
where pressure differences are small. Then, with curved 
streamlines, there will exist a higher pressure at the bottom 
endwall than at the free streamline, which our data confirm. 
Thus, Rayleigh's theory, since it is based on a general solution 
of the flow region, would suggest using this minimum value, 
and not the minimum pressure along the endwall. 

However, the value of Cpj max used for normalizing each 
limiting case differed. For the bottom endwall, C, pt, 1, ideal = 1.0 
was used as the maximum possible value. For the pressure sur­
face of the blade, Cps< midspa!1 = 0.71 was used as Cps_ max, ob­
tained from data shown in Fig. 5. 

Along the endwall, good agreement is found at the tip gap 
entrance, for Rayleigh the normalized value is 0.58, and for 
our data the value is 0.56. Variations soon occur further into 
the gap as mixing begins, which Rayleigh's theory does not 
predict. Upstream of the gap the normalized data do not ap­
proach 1.0 because the actual Cps is approximately 0.6, rather 
than the ideal value of 1.0. 

The static pressure distribution on the pressure surface of 
the blade shows excellent agreement at all points with 
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Rayleigh's theory. For this case, the blade is seen to unload on 
the pressure surface over about two tip gap heights from the 
end of the blade. 

Comparison With the Contraction Coefficient. Another 
comparison can be made with the potential flow theory and 
our investigation. Rayleigh shows the theoretical contraction 
coefficient is 0.611. A two-dimensional contraction coefficient 
a can be calculated from the data as follows: 

(/) Volume flow rate per unit length = Q = cy £/max '<5r 

('"') Um3x/UQ = (CpU , — CpSt mjn) 
combining (/) and (ii) 
(Hi) Q = aUMCpUl-Cps^n)y2 

(iv) Measured volume rate Q = \udy = w5,, 

where u ( = 34.3 m/s) is the area average exit velocity at plane 
laa; see Fig. 8. Combining (Hi) and (iv) 

ii 

ua(cPU n)1 
(6) 

34.3 

(20.1)(1.0-(-6.9))1 / 2 

:.a = 0.607 

This lends further support to the idea that the tip leakage 
flow exhibits a vena contracta near the entrance of the tip gap. 
The agreement between the theoretical contraction coefficient 
and that deduced from the measurements is excellent. It also 
suggests that tip gap flow coefficients may be better analyzed 
using the minimum static pressure under the blade, rather than 
an overall static pressure drop from the pressure side to the 
suction side, which is how it is usually done now. 

Potential Flow With Mixing. A simple two-dimensional 
potential flow with mixing model for flow through the tip gap, 
see Fig. 11, was developed for comparison with our data. For 
this model, values of CpU x and CpSi exit were assumed fixed at 
values of 1.0 and - 3 . 1 , respectively. This was equivalent to 
fixing the upstream and exit pressures. CpU \ = 1.0 is the ideal 
value and Cps% exit = - 3 . 1 was obtained from Fig. 7. Now, as in 
the Results section, using the Bernoulli equation for the flow 
into the tip gap up the vena contracta 

- P M 
: t ^ a x / ^ 0 (7) 

Assuming mixing occurs between the vena contracta and the 
tip gap exit, the momentum equation yields 

and 

mm=o-o2 = 0.611-(0.611)2 

= 0.2377 

*-ps, exit ^ps, min — ^ • 4 ' -> t / m a x / UQ 

Combining 

c 
^ps, mm 

• c 
• • ^-'ps, min 

equations (7) and (9) 

1 
0.525 l p i ' e x , t 

1 
r 3 1 o 0.525L " " " ' 

= -6 .81 

0.475Cp(, ,] 

(8) 

(9) 

(10) 

This is the pressure the model will asymptotically approach 
within the distance of approximately two tip gaps under the 
blade, as seen in Fig. 9. It agrees well with the measured 
minimum static pressure coefficient of —6.9, see Fig. 7. 

On the endwall at the tip gap entrance, the model predicts 

Cps = Cpsmin + 0.58(Cpt: l — CpSimin) (11) 

= -6 .81 + 0.58[1.0-(-6.81)] 

Cps = —2.28 

Potential Flow with Mixing Analysis 

Potential Flow Analysis 

Bottom of Blade 3 , Plane Ga-7aa 
Bottom Endwall 

O under Blade 3 i Plane 6a-7aa 
V under Blade 3 , Plane 6a-6a 
£ \ under Blade 2 , Plane 6a 

////////////\ 
(exit 

c U m a x 
/ / // 

Umax 
//?/ / / / f / / /•/ 

vena contracta 

a is the contraction coefficient 

PRESSURE 
SIDE 

UNDER BLADE SUCTION 
SIDE 

Fig. 11 Tip gap static pressure distributions compared with flow 
models 

Again, this compares well with the measured value of -2 .44 
from Fig. 7. 

The endwall static pressure distribution for this model is 
compared to the measured data in Fig. 11. The pressure drop 
into the gap is predicted well, as the vena contracta is ap­
proached. If no mixing occurred after the ventra contracta, 
the pressure would remain at the minimum pressure, as shown 
by the intermittent line. With mixing, the rate of theoretical 
pressure rise can only be estimated by the present analysis, 
shown by the dotted line; however the magnitude of the 
pressure rise is well modeled. 

One difference between this model, which includes mixing, 
and flow in the actual turbine cascade, is that the flow area in 
tip gap region increases perpendicular to the camber line 
across the blade width. Thus, in reality, the flow area is not 
constant and the flow geometry is not exactly two-
dimensional. Secondly, this model does not account for the 
observed laminar boundary layer separation or the turbulent 
boundary layer reattachment on the endwall in the tip gap, 
both of which were noted in Fig. 7. However, for a simple 
analysis, this two-dimensional potential flow model is surpris­
ingly accurate and it does aid in understanding the physics of 
tip gap flow. 

Overall Discharge Coefficient of Tip Gap. An overall 
discharge coefficient for the tip gap can be evaluated using the 
measured exit flow rate and the overall pressure difference, 
Pa- ~ -^exit-Thus 

C D = -
^o V-p/, l <-/», exit/ 

(12) 

with w = 34.3 m/s, £/o=20.1 m/s , Cp, , = 1.0, and Cps exit 

= - 3 . 1 , ( ^ = 0.843. 

24/Vol. 110, JANUARY 1988 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.56. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The effect of mixing in the tip gap, with its corresponding 
pressure rise, is seen to be an increase in the discharge coeffi­
cient from 0.61 to 0.84. 

This value of 0.843 at a Reynolds number of 1.0 x 104 com­
pares well with the experimental value of 0.851 obtained by 
Wadia and Booth (1982) with a flat tip at a Reynolds number 
of 0.65 x 104 on their water table discharge rig. 

The present potential flow with mixing analysis shown 
schematically in Fig. 11 gives an overall discharge coefficient 

CD = a[l-2(a-a2)]-m (13) 

and from potential flow theory a = %l (ir + 2) = 0.611; thus 
CD =0.8436. 

This agrees well with the present value and with that of Wadia 
and Booth, lending further support to the idea that incom­
pressible flows in flat tip gaps with sharp entrances exhibit a 
vena contracta with a contraction coefficient of about 0.61. 

Performance of Tip Gap as a Short Tube. In hydraulic 
engineering, a short cylindrical tube 2.5 to 3 diameters in 
length with sharp upstream corners, used for flow measure­
ment, is called a standard short tube (Brater, 1959). The flow 
in such tubes was measured by Weisbach (1855,1896) and ever 
since his data have been quoted. Weisbach found a vena con­
tracta, due to the sharp corner, followed by flow mixing to fill 
the tube. With a large upstream flow area compared with the 
area of the tube, and with tube lengths of about three 
diameters, the discharge coefficient was 0.82 (±0.02). 

The hydraulic diameter of a tip gap is equal to two tip gap 
heights. Thus flow in a standard short tube of three diameters 
in length is equivalent to flow in a blade width of six tip gap 
heights. For plane 6a-laa in the present tests the blade width 
was seven tip gap heights and the tip gap Reynolds number 
was in the range of Weisbach's tests, so it is perhaps not sur­
prising that the discharge coefficient agrees so well with 
Weisbach's value. 

Vennard (1961) has performed further analysis of 
Weisbach's data. Vennard noted that the overall head loss in 
the short tube was 0.50 exit velocity heads. He then used a 
mixing analysis, based on a contraction coefficient of 0.617 
(from Weisbach's orifice measurements), to evaluate the con­
tribution due to mixing losses in the deceleration zone 
downstream of the vena contracta. The rest of the losses he at­
tributed to a loss in the acceleration zone up to the vena con­
tracta. These he estimated to be about 4 percent of the velocity 
head at the vena contracta, Uliax/2g. 

Heat Transfer 

Heat Transfer to Rotor Blade Tips. Mayle and Metzger 
(1982) considered the mean heat transfer to the flat ungrooved 
tip of an unshrouded turbine blade. They used an experimen­
tal model in which the endwall could be rotated past a sta­
tionary test surface. There was no measurable effect of the 
moving wall on the mean heat transfer for the range of 
parameters 

0 . 8 x l 0 4 - 3 . 1 x l 0 4 

6-41 
0.5X105-6.2X105 

0.1-1.0 

Re61 

L/8, 

wR/u 

where L is the flow length over the blade tip and wR is the 
velocity of the moving wall relative to the blade tip. They con­
cluded that the blade tip heat transfer coefficients can be 
determined from experiments without a moving wall, or as 
Metzger later said (1985) "for clearances normally employed, 
the relative motion of the shroud has a negligible effect on the 
blade tip heat transfer." 

Metzger and Bunker (1985) then measured local surface 
heat transfer rates to a model turbine blade tip in a test ap-

Nu 
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Fig. 12 Correlation of local heat transfer to a model turbine blade tip 
with heat transfer near the entrance of a circular tube. Ratio of local 
Nusselt number to that with fully developed flow. Metzger and 
Bunker (1985)—model turbine; Boeder et al. (1948)—circular tube 
with right-angle-edge entrance. St = tip gap height; D = tube diameter. 

paratus with no relative motion of the endwall. They tested 
both ungrooved and grooved tip geometries. Their results for 
the flat ungrooved geometries are presented as measured data 
points joined by dotted lines in Fig. 12. The local Nusselt 
numbers are normalized with the fully developed channel 
values expected by Metzger; they are presented as a function 
of distance, in tip gap heights, downstream of the tip gap 
entrance. 

Figure 12 also shows curves representing measured distribu­
tions of local heat transfer near the entrance of a circular tube 
with a right-angle-edge entrance; these distributions are from 
measurements made by Boelter et al. for NACA (1948). It 
should be noted that the comparison with NACA data given 
by Metzger and Bunker is for the bare sharp-edged entrance 
shown by Kays and Crawford (1980), not for the right-angle-
edge entrance, which is more appropriate and shows different 
development in the first two diameters along the tube, i.e., in 
the region of most interest in turbine tip cooling. Also worth 
noting is that Metzger and Bunker chamfered their upstream 
blade face to give a 70 deg edge instead of a right-angle-edge. 

The Nusselt number ratio Nu/Nu„ in Fig. 12 is presented as 
a function of tip gap Reynolds number, puS/n, and the 
equivalent tube Reynolds number puD/2fi. The NACA data 
are for the Reynolds number range 1.3 X 104 to 2.7 x 104 and 
the data are quite consistent for x/d,>2. For Reynolds 
numbers greater than 2.0xlO4 , the data show the Nusselt 
number ratio rising monotonically toward a value of 2.5 at the 
tube entrance although data were obtained only at one-third 
and one diameter along the tube. Below a Reynolds number of 
2.0 x 104, the NACA data show a tendency toward reduced 
Nusselt numbers at x/8,<2. This trend is supported by the 
data of Metzger and Bunker although there appears to be 
some inconsistency at a Reynolds number of 1.5XlO4. 
Metzger and Bunker found quite low heat transfer 
(Nu/Nu«, < 1.5) at a Reynolds number of 1.0 x 104, but really 
there are few data points in this case. 

With the grooved tip geometries, the heat transfer distribu-
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tions measured by Metzger and Bunker over the blade tip 
upstream of the groove were similar to the distributions with 
no tip groove. However, the heat transfer distributions over 
the blade tip downstream of the tip groove showed a peak 
much closer to the upstream edge. The flow downstream of 
the groove therefore seems to exhibit an effectively higher 
Reynolds number, possibly due to turbulence created by the 
groove. 

Figure 12 provides a useful correlation for turbine tip heat 
transfer. The physics underlying the factor of 2.0-2.5 
enhancement over the first two tip lengths is clearly associated 
with the leading edge separation and the recirculation next to 
the vena contracta. It may be, for example, that the head loss 
of 4 percent of the kinetic energy at the vena contracta, which 
Vennard suggests for the acceleration zone (1961), results in 
turbulence kinetic energy which could contribute to the 
enhancement. Thus the flow physics described in this paper 
may help explain the available data on turbine tip heat 
transfer. But it should be remembered that all the flows 
discussed in this paper were essentially incompressible. 

Conclusions 

An experimental investigation has been performed to study 
the details of flow in the tip clearance gap of a linear turbine 
blade cascade. The cascade was designed and built to be 
geometrically similar to the earlier VPI&SU cascade; however, 
the new cascade also had a tip gap and two endwall boundary 
layer bleeds upstream of the blade row. The cascade flow had 
an exit Reynolds number based on axial chord of 4.5 x 105 and 
the tip gap was 2.1 percent of blade height. 

Static pressure measurements were made on the blades and 
on the endwall with particular attention given to the tip gap at 
about 60 percent of axial chord. A minimum static pressure 
coefficient of -6.9 (based on inlet free-stream velocity head) 
was obtained along the bottom of the blade, near the tip gap 
inlet. A vena contracta was evident, also in the tip gap en­
trance region, and a contraction coefficient of 0.61 was 
calculated from measured data. Mixing occurred after the 
vena contracta with the static pressure across the tip gap exit 
being fairly uniform. 

Potential flow theory accurately models the unloading 
along the pressure surface of the blade and the endwall static 
pressure distribution of the tip gap, up to the vena contracta. 
It also predicts a contraction coefficient of 0.61. A combined 
potential flow and mixing model accounts for the pressure rise 
in the tip gap due to mixing. It predicts a minimum static 
pressure coefficient under the blade of —6.8, which agrees 
well with measured data. 

The discharge coefficient for the tip gap at about 60 percent 
of axial chord, based on the overall pressure difference, was 
calculated from measured data to be 0.84. This agrees well 
with the potential flow and mixing model which gives 0.8436. 

For incompressible flow, the flow development in flat tip 
gaps with sharp upstream corners is similar to that in a 
"standard short tube," which has been well known to 
hydraulic engineers since Weisbach's experiments in 1855. 

A correlation of local heat transfer rates for low Mach 
number flow over unshrouded turbine rotor blades has been 
presented. The enhanced heat transfer near the tip gap en­
trance is clearly associated with the leading edge separation 
and recirculation next to the vena contracta. 

In practice, unshrouded turbine rotor blades in gas turbines 
operate with transonic flow. Flow in the tip clearance gaps is 
then probably choked at least over part of the blade chord. 

The published literature appears to contain little information 
on tip leakage flow and heat transfer in this compressible flow 
regime. 
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Modeling the Unsteady Flow in a 
Turbine Rotor Passage 

D . J . DOOny jfte effects of the wakes shed by an upstream blade row in forcing the transition of 
University College, an otherwise laminar rotor blade boundary layer are well recognized. Previous ex-

London, United Kingdom periments have demonstrated that the forced transition of the laminar boundary 
layer may greatly influence the surface heat flux. The effect of the wakes on the sur­
face heat flux when the undisturbed boundary layer is already turbulent have been 
studied using an experimental simulation technique. The results have been analyzed 
with a view to establishing how well the effects of the wakes can be described by a 
model which treats only their turbulence content. The effects of wake passing at a 
reduced Reynolds number are also reported. 

Introduction 

The unsteady flow that occurs in the passages of an axial 
flow turbomachine is currently the focus of much attention, 
within the context of aerodynamic, heat transfer, and blade 
flutter studies. Recent experiments have demonstrated that 
flow unsteadiness can affect the aerodynamic and, for tur­
bines, the heat transfer performance of the blades. There is 
thus a clear need to develop theoretical models of this flow. By 
identifying the mechanisms through which the unsteadiness 
affects the blade performance, the experiments can play a vital 
role in the process of model development. 

In an axial flow turbomachine, the unsteadiness of the flow 
arises largely through the relative motion of the alternately 
stationary and rotating annular blade rows, which comprise 
each compressor and turbine stage. The principal components 
of the unsteadiness have been described by Doorly (1983), 
Doorly and Oldfield (1985a, b) and Doorly et al. (1985) and 
are summarized as follows. 

(1) Wake Passing. The exit flow from a given blade row is 
nonuniform in the circumferential direction, primarily due to 
the presence of wakes, which are shed at the trailing edge of 
each blade. These wakes subject the blades of the downstream 
row to a periodically varying inlet velocity, and turbulence 
flow field, since the relative rotation of the rows causes the 
downstream blades to "chop" through the wakes. 

(2) Shock Wave Passing (for transonic stages on­
ly). Shock waves generated by a transonic blade row impinge 
on the blades of the downstream row. Each downstream blade 
consequently chops periodically through shock waves, in addi­
tion to wakes. 

(3) Potential Flow Interactions. Periodic variations in the 
potential flowfield around each blade are caused by the 
relative motion between it and the blades of the rows im-

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 19, 1987. Paper No. 
87-GT-197. 

mediately upstream and downstream, respectively. This form 
of unsteadiness decays rapidly with increased row spacing. 

(4) Additional High-Energy Turbulence. In contrast to 
the preceding effects, random, high-energy turbulence may 
also occur. For example, in the high-pressure turbine stage, 
flame unsteadiness in the combustion chamber may generate 
high levels of turbulence, which persists through the first and 
second turbine blade rows. 

For the high-pressure turbine rotor operating just tran-
sonically, the shock waves are comparatively weak. Further­
more, the midheight axial gap between rows may be sufficient­
ly large so as to reduce potential flow interactions. Wake-
passing and turbulence effects may thus be considered to 
dominate the unsteadiness, at least as a first approximation. 

Unsteady Flow Studies. There have been a number of 
studies of the aerodynamic effects of wake passing on tur-
bomachinery blade performance, using low-speed rotating 
compressors (Walker and Oliver, 1972; Walker, 1974; Evans, 
1982) and turbines (Dring, 1982; Hodson, 1984). These ex­
periments have shown that the wakes shed by the blades of one 
row induce an unsteady transition of the boundary layer on 
the blades comprising the downstream blade row. Further­
more, the increased profile loss of a blade tested in a machine 
over that experienced in a low disturbance cascade flow has 
been attributed (Samoilvich and Yablokov, 1974; Hodson, 
1984) to the forced transition process. The combined effects of 
the wakes and secondary flow vortex generated by the blades 
of one row on the blades of the downstream row have recently 
been investigated (Binder, 1985). 

Less attention has been directed toward an assessment of 
the effects of flow unsteadiness on the heat transfer rate to 
turbine blades, although much could be inferred from the 
boundary layer behavior reported in the aerodynamic studies. 
An early investigation (Bayley and Priddy, 1981), however, in­
dicated that high free-stream turbulence greatly enhanced the 
mean heat transfer level. Measurements to a fully rotating tur­
bine stage (Dunn, 1985; Dunn et al., 1986) have shown that 
significant heat transfer effects may arise not merely from the 
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flow unsteadiness produced on the downstream blades by 
those upstream, but also vice versa through potential flow in­
teraction, It is unlikely, therefore, that the significance of 
potential flow interaction can be entirely discarded. 

The above studies indicated that the response of the transi­
tion behavior of the blade boundary layer to the imposed 
unsteadiness plays a fundamental role in determining the scale 
of the heat transfer and aerodynamic effects. A major effect 
of the wakes is to increase the turbulence level; of relevance 
therefore are the results of more detailed studies of the factors 
affecting boundary layer transition in the presence of free-
stream turbulence. This has been addressed by Wittig and 
Rued (1986) and Blair (1983). The consequences of the transi­
tion process in terms of profile loss are dealt with by Kiock 
and Hoheisel (1986) and in terms of surface heat flux by 
Gaugler (1985). 

Modeling the Unsteady Transition Process: Experimental 
Techniques. Boundary layer transition, especially in 
response to highly unsteady flow, is a complex process. The 
boundary layer may be regarded as a nonlinear system 
primarily responding to (and in some circumstances interact­
ing with) disturbances in the outer free stream. The basic 
character or state of the boundary layer may be described 
principally by the operating Reynolds number, the geometry, 
and for compressible flows, the Mach number. Other 
variables such as wall heating or cooling may also contribute 
to the basic state description of the boundary layer. The 
stability of the boundary layer, and the disturbance modes to 
which it is most susceptible, depend on the basic state de­
scribed by the abovementioned variables. To develop a 
theoretical model of the transition process, the relative impor­
tance and effects of the various disturbances present in the 
particular free-stream environment on the boundary layer 
response need to be studied. 

In turbomachinery flow research, recent developments in 
instrumentation and data acquisition techniques are now 
beginning to make possible the measurement of the flow quan­
tities and heat transfer in fully rotating, three-dimensional test 
rigs (Epstein et al., 1985; Dunn et al., 1986). There are still 
many difficulties in the provision of both adequate instrumen­
tation and flow visualization, within the limitations imposed 
by the rig complexity. More significantly however, such test 
rigs suffer from an inherent disadvantage in that it is difficult 
to vary conveniently the disturbance parameters, and further­
more, generally impossible to impose separately the various 
components of unsteadiness. 

A technique has been developed at Oxford, however, as 
described by Doorly (1983), Doorly and Oldfield (1985a, b), 
and Doorly et al. (1985), which achieves an effective simula­
tion of several of the major phenomena at the expense of a 
nonexact representation of the full three-dimensional flow. 
This simulation allows the relative significance of some of the 
major possible sources of unsteadiness to be assessed, both in­
dividually and in combination. In this technique, wake and 

shock passing are simulated on a fixed blade mounted in a 
two-dimensional cascade. A short duration wind tunnel, com­
bined with a rotating wake generator positioned upstream of 
the cascade, provides an unsteady flow at the cascade inlet, 
which simulates that experienced by a rotor blade in an engine. 
The device is not expected to be a substitute for fully rotating 
instrumented test rigs. It is intended to serve as a tool for 
studying some features of the unsteadiness in greater detail 
than may presently be possible with a rotating rig, thus 
complementing results from the fully rotating stage. Where 
differences arise due to the effects not represented by the 
simulation, the scale of the differences may help assess the im­
portance of the neglected effects, and thereby further con­
tribute to theoretical modeling. 

The design and construction of the wake generator is 
reported fully by Doorly (1983). The basic geometry of the 
device and the nature of the transient wind tunnel to which it is 
attached have already been extensively reported (Doorly and 
Oldfield, 1985a, b; Doorly et al., 1985; Jones et al., 1979) and 
will not be repeated here. The periodic chopping of the turbine 
blade through the vane wakes is simulated by moving a row of 
cylindrical bars across the flow, upstream of the entrance to a 
fixed cascade of rotor blades. At sufficiently high Mach 
numbers, shock waves are also generated by the bars, so that 
shock wave passing may also be simulated. The wind tunnel 
provides, as base, a wide Reynolds and Mach number 
operating range at varying gas-to-wall temperature ratios for 
the fixed rotor cascade. Altering the size, spacing, and Mach 
number of the wake-generator bars, together with the addition 
of turbulence grids, allows a broad range of unsteadiness 
parameters to be attained. 

Purpose of Present Paper. The results that have been 
reported to date have concentrated largely on the simulation 
of essentially "simple" unsteady flows; i.e., isolated wake and 
shock disturbances. The present paper considers, firstly, the 
results of the simulation of more complex unsteady flows in 
greater detail than reported earlier, and secondly, investigates 
the dependence of the unsteady effects on the operating 
Reynolds number. The objectives of the work are likewise 
twofold. Firstly, the validity of a simple model of the effects 
of wake passing (suggested by the earlier studies of "simpler" 
unsteadiness) is investigated in more complex flows and under 
a wider range of influences. The comparison serves to indicate 
deficiencies in the modeling. Secondly, the additional ex­
perimental data may both provide clues as to the reasons for 
the deficiencies, and guide the development of a more com­
plete model. 

As before, the investigation is restricted to the first 50 per­
cent surface distance on the suction surface. Beyond this 
point, the boundary layer is almost invariably turbulent, as the 
strong acceleration is generally absent and there are additional 
strong disturbances due to passage shocks. The pressure sur­
face boundary layer structure is complex even under steady 
flow conditions and will be considered in the future. 
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Fig. 1 Schlieren photograph of shock wave and wake from 1.7·mm·dia
bar entering turbine rotor cascade

Experimental Arrangement

The geometry of the wake generator, the cascade and blade
profile, and the transient wind tunnel operation are com­
prehensively described in the references already noted. In ad­
dition, the rotor profile used for this work has been the subject
of a detailed boundary layer and aerodynamic study under
steady flow conditions, using a very large-scale model in the
Oxford blowdown tunnel (King, 1986). Film cooling studies
(again with steady flow) have been performed by Horton et al.
(1985) and aerodynamic and loss measurements were reported
by Nicholson (1981). The Schlieren photograph of Fig. 1
shows the cascade at design operating conditions, together
with the shock wave and wake from a cylindrical bar moving
across the flow. The measured Mach number distribution (us­
ing the data of Nicholson, 1981), together with the gage posi­
tions and operating conditions, are shown in Figs. 1 and 2.
The heat flux measuring technique uses machinable glass
ceramic model blades (as described by Jones et al., 1979),
high-frequency analog circuitry (Oldfield et al., 1982) and a
high-speed (up to 2 MHz) multichannel data acquisition
system (Doorly et al., 1985).

The experiments performed to fix the size of cylindrical bar
to model the NGV wake were described by Doorly (1983).
Two sizes were used for this work; the small (diameter 0.91
mm) bars were selected as representative of the wake from a
modern efficient uncooled NGV, the large (diameter 1.71 mm)
bars were expected to model a worst case cooled NGV. With
eight bars fitted to the wake generator, the midspan bar spac­
ing was equal to 2.05 times the rotor cascade pitch, closely
modeling the actual NGVIrotor pitch ratio. (The effects of
isolated wakes and shocks were studied previously with only
two bars fitted.)

The processing procedure that was applied to the signals to
correct for surface temperature rise is described by Doorly
(1983). The mean heat flux levels presented here have,
however, been obtained by averaging 3000 high-speed
samples, corresponding to a 15 ms interval. This is in contrast
to the data reported by Doorly et al. (1985), where the averag­
ing was performed using only about 50 slow-speed (computer
sampled) values. The differences in the results are only
noticeable for the highly unsteady signals, where the present
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Fig. 2 Blade Mach number distribution (from the data of Nicholson,
1981), and location of thin film heal flux gages

processing is considered more accurate (although the form of
the results is nevertheless unchanged).

Effect of Free-Stream Turbulence on Boundary Layer
Transition

(1) Mean and Unsteady Heat Flux. Heat flux
measurements were first performed under conditions of vary­
ing levels of free-stream turbulence. Although turbulence
represents a form of unsteadiness, the overall passage flow,
which largely determines the basic boundary layer state,
generally remains unchanged, and steady for turbine cascades.

The particular rotor profile investigated (Fig, 2) is
characterized by a high acceleration on the early part of the
suction surface. This exerts a strongly stabilizing effect on the
boundary layer.

An acceleration parameter, defined by

K=~ dUoo (1)m dx

is often used to quantify the acceleration. The best estimate of
K for the rotor profile considered may be obtained using the
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Fig. 4 Unsteady surface heat flux signals for free-stream Tu levels of 
<0,5, 2, and 5 percent 

very detailed pressure measurements of King (1986). These 
show that the acceleration of the flow around the blade 
leading edge circle is followed by a sharp deceleration at an x/s 
of about 0.018, due to a blend point irregularity. This is 
followed by a strong acceleration which continues to an x/s of 
0.2, with K at least 1.5E-6 or slightly greater throughout. Far­
ther downstream of x/s=0.2, the acceleration parameter 
drops to K of 0(0.4E-6) at an x/s of 0.3, and reaches zero by 
an x/s of about 0.4. In addition to the strong acceleration, the 
convex curvature is also expected to exert a stabilizing effect, 
and reduce the turbulent heat flux (Gillis and Johnston, 1979). 

The mean heat fluxes under conditions of 0.5, 2, and 5 per­
cent Tu are shown in Fig. 3. Portions of the unsteady heat flux 
signals at each condition, at various points on the surface, are 
shown in Fig. 4. (The turbulence was not measured in this 
work, but previously obtained measurements of the tur­
bulence intensity from the 5 percent Tu grid, and of the tur­
bulence intensities in the absence of a grid, were used. The 2 
percent Tu level was estimated using the work of Naudascher 
et al., 1970.) 

With low free-stream turbulence, the strong acceleration en­
sures that the boundary layer remains laminar throughout, as 
characterized by a diminishing heat flux, and the absence of 
oscillations on the high-frequency signals. Conversely, at a 
high (5 percent) level of free-stream turbulence, a much more 
rapid transition occurs, and a fully turbulent boundary layer 
exists by an x/s of 0.2. This is characterized by a high mean 
heat flux, together with random high-frequency oscillations 
on the unsteady signal. 

At the intermediate (2 percent) turbulence level, a transi­
tional boundary layer extends from an x/s of 0.1 to 0.5. The 
unsteady heat flux signals begin to show characteristic, ran­
dom increases above the laminar level at gage 4. These distur­
bances are amplified, and the mean heat flux rises, until even­
tually a fully turbulent state is reached. The transition is nearly 
complete in this case, by gage 11 (x/s = 0.479). 

The gradual transition that occurs at the intermediate level 
of turbulence is similar to the natural transition of the flat 
plate boundary layer. At the high turbulence intensities, in 
contrast, the transition is completed very early. It may be 
linked to separation and turbulent reattachment in the vicinity 
of the blend point irregularity, as suggested by some of the 
unsteady heat flux signals given by Doorly (1983). 

In both cases, the transition behavior is in contrast to that 
observed by Priddy et al. (1982) on the suction surface of the 
rotor profile they investigated. In their experiments, the start 
of transition was found to be delayed to an x/s of order 0.5. 
At this point, the acceleration ceases and a sharp transition 
was linked to a separation and reattachment. In their case, 
however, the operating Reynolds number was much lower. 
The Reynolds number is of great significance for the transition 
process, even under highly unsteady flow, as will be discussed 
later. A careful study of the process of natural transition 
(which is initiated in this case, by the intermediate level of tur­
bulence), is of considerable importance in studying the transi­
tion process forced by the wakes. This was clearly 
demonstrated by Pfeil et al. (1982) in studies of wake passing 
on the flat plate boundary layer. Furthermore, study of the 
unsteady heat flux signals for this case aids the interpretation 
of the signals in more complex flows. 

(2) Natural Transition: Unsteady Surface Heat 
Flux. Free-stream disturbances induce randomly distributed, 
localized breakdowns of the laminar boundary layer structure 
forming turbulent spots. These spots are convected 
downstream with the flow, and through a combination of 
stream and spanwise growth, together with the formation of 
new spots, eventually merge forming a fully turbulent bound­
ary layer. The nature of this transition process, involving ran­
dom spot formation, spreading, and merging, is closely 
reflected in the unsteady heat transfer traces. It is important to 
note that the heat flux gages used for this work measured 10 
mm in the spanwise direction, and 0.5 mm in the streamwise 
direction. The heat flux measured by a gage at any instant thus 
depends on the instantaneous spatial distribution of turbulent 
spots over the gage area. Since all the spots progress at a 
uniform rate, the spatial distribution of spots over succeeding 
downstream gages should be similar (the differences being 
caused by spot growth and new spots formed in the interval). 

The unsteady heat flux signals may be scaled and nondimen-
sionalized, by first subtracting the mean laminar level, and 
then dividing by the difference between mean turbulent and 
laminar levels; i.e., a normalized unsteady surface heat flux at 
a distance x from the leading edge may be defined by 

qN(t,x) = 
q(t,x)-qhAM(x) 

(2) 
TURB ~~ <7LAM W 

The time mean value of qN(t, x) is equal to the intermittency 
factor 7 (x). This describes the mean fraction of time when the 
boundary layer at x may be considered to be fully turbulent, 
i.e., y(x) varies between 0 (laminar) and 1 (fully turbulent). 

The way in which the transition process affects the heat flux 
can be clearly identified, by plotting qN(t, x) as a relief plot, 
Fig. 5. The slight enhancement of laminar heat flux by free-
stream turbulence at the leading edge is clearly evident 
(although the film was not positioned quite at the stagnation 
point). The subsequent irregular formation and rearward con­
vection of the distribution of turbulent spots is also clearly 
shown. The transition is well under way by gage 6, and the 
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Fig. 5 Relief plot of normalized heat flux qN for 2 percent Tu 
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Fig. 6 FFT correlation of the unsteady heat flux signals 
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signals from the succeeding gages are obviously correlated in 
shape, though displaced by an increasing time delay. As 
discussed in the following section, the time delay was 
established using FFT cross-correlation techniques and found 
to be close to the mean propagation rate of a turbulent spot in 
a laminar flat plate boundary layer. 

(3) Application of Cross-Correlation Techniques. If 
<?i (t) is the fluctuating heat transfer measured at gage 1 and 
q2 (?) that measured at gage 2, the cross correlation of gages 1 
and 2 is 

1 00 

qi{t)q2(t + T)dt (3) 

The correlation is scaled by dividing by the product of the rms 
value of each trace, i.e., 

Qn(T) = 
Ql*l2 

-fi^y-^M2 (4) 

Calculation of equation (2) may be accelerated by using the 
relation 

?1*<?2 = F-1(F[^1^2]) (5) 

= F~MF'(<71)'F(<72)] (6) 
where F is the Fourier transform operator, F _ I the inverse 
Fourier transform, and (') denotes the complex conjugate. In 
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Fig. 7 Cross correlations of the unsteady heat flux signals for natural 
transition 
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practice, the FFT algorithm is used to evaluate equation (6). 
As this corresponds to cyclic correlation, to avoid end effects 
when dealing with periodic fluctuations, half of one trace is set 
to zero, and the extreme ends of the correlellogram discarded. 
(To ensure proper scaling of the correlation, the rms value of 
the two signals should only be computed over the correspond­
ing window widths.) 

The process is illustrated schematically in Fig. 6 for the cor­
relation of one gage with itself, i.e., the autocorrelation. For 
3000 high-speed samples, the trace is first partitioned into 
three overlapping sections of 2048 points, which are then win­
dowed. Three estimates of the cross correlation of the signals 
from the selected gages are made, and the results averaged. 
(Clearly higher accuracy could be achieved by also averaging 
over several repeat tests.) The small error (<0.8 percent) in 
the magnitude of the computed autocorrelation is due to win­
dowing effects. 

The cross correlations of the unsteady heat transfer signals 
from gage 6 and downstream gages 8, 9, 10, and 11 are shown 
in Fig. 7. The peak of each cross correlation corresponds to 
the mean time for the turbulent spots (which are responsible 
for the heat transfer effects) to travel from gage 6 to the 
specified gage. The peaks of the cross correlation diminish, 
due to the growth of the spots and the generation of additional 
ones downstream of gage 6. By comparing the transit times 
obtained from the cross correlations with the mean time of 
flight of a phenomenon traveling at the free-stream velocity 
over the same distance, the mean propagation rate of the spots 
was found to be 0.65. This compares closely with the mean 
value for a turbulent spot in the flat plate boundary layer ob­
tained by Wygnanski et al. (1976). 

Effects of Combined Unsteadiness and Free-Stream 
Turbulence 

(1) Experimental Results. The mean surface heat flux for 
combined wake passing, using small and large bars, and 5 per-
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Fig. 10 Relief plot of normalized heat flux qN for wake passing with 
low free-stream To; this clearly shows the formation of a turbulent patch 
by each successive wake 

cent Tu at design conditions, is shown in Fig. 8. Included in 
the figure are mean levels for wake passing alone (with the 
small bars fitted), 5 percent Tu acting alone, and for un­
disturbed flow. Figure 9 shows corresponding portions of the 
unaveraged unsteady heat flux signals for wake passing, and 
wake passing with superposed turbulence, respectively. In 
both cases, the wake generator was run at the design speed 
and with the small bars fitted, representing the design 
NGV/rotor pitch ratio. The wake from a given bar conse­
quently impinges simultaneously with the shock wave from the 
succeeding bar on the suction surface (Doorly and Oldfield, 
1985b, Fig. 14). As the shock waves are weak, the wake-
passing effects dominate, and so the flow is hereafter simply 
referred to as wake-passing flow. 

Considering the case of wakes acting alone, each wake in­
duces a response resembling a square wave jump from the 
laminar to the turbulent heat flux level and back. As in the 
case of natural transition with 2 percent turbulence (Fig. 8), 
the mean heat flux lies at a level between that of a laminar and 
a fully turbulent boundary layer, respectively, depending on 
the intermittency ratio. The nature of the forced transition 
process initiated by the wakes is clearly different, as shown by 
a surface plot of the normalized heat flux, qN(t, x) (Fig. 10). 
At each gage (apart from the leading edge gage), a comparison 
of Figs. 5 and 10 indicates that successive wakes generate tur­
bulent patches. (The laminar heat flux in the vicinity of the 
leading edge gage is very susceptible to the location of the 

stagnation point. As a result of the large incidence changes in­
duced by the wakes, it is not possible to define a meaningful 
normalized heat flux for the leading edge gage. This accounts 
for the negative qN(t, x) values for the first gage, and is also 
the reason that the trace is not scaled.) 

As distinct from the random turbulent spots associated with 
a gradual, natural transition (Fig. 5), each wake generates a 
turbulent patch that extends across the entire blade span dur­
ing each cycle, giving a characteristic square wave shape. The 
very fine boundary layer structure is still most probably three 
dimensional. The patches are convected downstream (Fig. 10) 
and in addition, the duration of turbulent boundary layer flow 
during each cycle increases with distance from the leading edge 
x. This is due to a difference between the propagation rates of 
the leading and trailing edges of the turbulent patches. 

Since the regions of high heat flux correspond to the loca­
tion of the turbulent patches, a contour plot of the surface in 
Fig. 10 yields an X-T diagram, which shows the leading and 
trailing edge trajectories of the turbulent patches induced by 
the wakes. The trajectory of the leading and trailing edges of 
the wake in the free stream may be calculated using the 
"striped air" calculation procedure described by Doorly 
(1983). In this approach, the velocity deficit of the wake is 
considered to be infinitesimally small, so that the results of a 
steady flow computation may be used to chart the progress of 
the wakes through the blade passage. For highly accelerating 
flows (as occurs in the turbine rotor), the procedure gives a 
somewhat surprisingly good approximation to the true wake 
trajectory, as was found by comparing the results with flow 
visualization studies. The trajectories of the wake in the free 
stream, and those of the turbulent patches in the boundary 
layer, may be superimposed on the X-T diagram, revealing 
the relationship between the time history of the external free-
stream disturbances (the wakes), and the unsteady transition. 
The procedure has been described for isolated wake distur­
bances by Doorly and Oldfield (1985b) and Doorly et al. 
(1985). 

The results of applying this procedure indicated that the 
change from laminar to turbulent flow at a given location 
commenced somewhat after the arrival of the wake at the 
given point. The relaxation back to the laminar state was 
found to occur a considerable time after the wake had passed. 
The latter effect was attributed to the slow rate of propagation 
of turbulence within the boundary layer, compared to the rate 
at which the free stream sweeps the wake away. 

(2) Development of a Simple Model. The experimental 
studies of the effects of turbulence, and isolated wake passing 
acting alone, indicated that the high turbulence content of the 
wakes is largely responsible for the forced transition process, 
which in turn determines the surface heat flux. This suggests a 
simple model of the wake-passing process (appropriate for 
such high Reynolds number turbine flows). In this model, the 
velocity deficit in the wake is ignored, so that the wake is 
idealized as a band of constant, high-intensity turbulence, and 
the striped air method is used to calculate the trajectory of the 
wake-by the free-stream passage flow. It is assumed that the 
leading edge of the wake immediately induces a full transition 
of the underlying boundary layer at a given location x. At each 
location x, allowance is made (as discussed earlier) for the 
delay before relaminarization occurs after the trailing edge of 
the wake has passed over x. 

(3) Comparison of Measured Heat Flux and Model Predic­
tion. This model was first applied to the simple case of wake 
passing (with the small bar wakes) on a laminar boundary 
layer (corresponding to Tu<0.5 percent). A comparison ber 
tween the unsteady surface heat flux predicted by this method, 
and the measured, ensemble-averaged heat flux is shown in 

32/Vol. 110, JANUARY 1988 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.56. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



kW/m 2 0 0 

— p r e d i c t i o n 

GAUGE 11 

Fig. 11 Comparison between measured ensemble averaged heat flux 
for wake passing on laminar boundary layer, and predictions of simple 
model 

Fig. 11, for two gage positions on the suction surface. There 
are two areas of disagreement between the heat flux predicted 
by the simple model and that actually measured. Firstly, in 
each cycle, the measured heat flux rise associated with the 
jump from a laminar to a turbulent state occurs noticeably 
after that predicted by the model. Secondly, the measured tur­
bulent heat flux produced by each wake is lower than that 
predicted by the model. 

Applying the model to superposed wake passing and 5 per­
cent turbulence, it predicts that the results should be almost 
identical with those for turbulence alone, since the turbulence 
by itself is sufficient to induce an early transition in this case. 
A relatively weak, periodic increase in heat flux, due to the ad­
ditional turbulence content of the wake, might however be ex­
pected, as the turbulent heat flux was found to increase with 
increased Tu level in flat plate studies (Blair and Werle, 1979). 
From Fig. 8, the effects of wake passing with superimposed 5 
percent turbulence are certainly not greatly different from the 
results with 5 percent turbulence alone, and are virtually iden­
tical by an x/s of 0.5. Far from indicating an increase in the 
heat flux due to the additional presence of the wakes, 
however, the measurements in fact point to a decrease due to 
the wakes on the early portion of the blade (particularly be­
tween *A = 0.1 and 0.3). Over the region x/s = Q.l to 0.3, the 
lower turbulent heat flux level, compared with that anticipated 
on the basis of the simple model, roughly accords with the 
similar discrepancy noted above in Fig. 11 for wake passing 
alone. Thereafter, the mean heat flux level associated with 
combined wakes and turbulence is somewhat higher than the 
mean, instantaneous level caused by wakes alone. 

Analysis of Unsteady Heat Flux Signals for Wake Pass­
ing on Turbulent Boundary Layer 

Before discussing the deficiencies in the simple model, the 
results of a detailed study of the unsteady heat flux 
measurements for wake passing on a turbulent boundary layer 
will be reported. In view of the high Reynolds number and tur­
bulence levels of typical modern high-pressure turbine rotors, 
this is expected to be the most usual condition. The analysis of 
the unsteady signals reveals more information concerning the 
phenomena that occur in wake passing on a turbulent bound­
ary layer, and provides clues as to the reasons for the deficien­
cies in the simple model. 

(1) Autocorrelation Analysis of Signals. The methods 
described previously were used to obtain the autocorrelation 
of the unsteady heat flux signals from a number of gages be­
tween the leading edge (gage 1) and an x/s of approximately 
0.5 (gage 11) (Fig. 12). Apart from the leading edge gage, the 
unprocessed signals for combined wake passing and free-
stream turbulence do not appear to the eye to be markedly 
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Fig. 12 Autocorrelation of the unsteady heat flux signals for com­
bined wake passing and 5 percent Tu 

periodic. The autocorrelation, however, provides a very sen­
sitive indication of whether the passing wakes have any signifi­
cant regular cyclic effect on the heat flux. 

Starting at the leading edge, the strongly periodic character 
of the autocorrelation indicates an appreciable regular cyclic 
variation in the heat flux. The heat flux signals are clearly 
periodic, and although random, turbulent disturbances make 
the cycles appear irregular, there is clearly a regular underlying 
variation. This is attributed to the incidence change in the 
vicinity of the stagnation point. Between gages 4 and 6, the 
magnitude of the periodicity rapidly diminishes, and is effec­
tively lost in the autocorrelation of signals from gages 8 and 9. 
The conclusion is that in this region, there is no significant 
variation in the heat flux during each cycle; thus the periodic 
addition of packets of increased turbulence by each passing 
wake does not cyclically increase the heat flux as might be ex­
pected. It is inferred that the boundary layer is already 
saturated by free-stream turbulence so the additional con­
tribution of the wakes has no effect. Appreciable periodicity 
reappears farther downstream on the signals from gages 10 
and 11. If the wake turbulence causes this, then it is difficult to 
see how the previous argument concerning boundary layer tur­
bulence saturation continues to hold. 

The dilemma can be resolved by comparing the ensemble-
averaged heat flux signals for combined wake passing and 
free-stream Tu, with the signals for wake passing alone (Fig. 
13). This plot shows the time in each cycle where the wakes im­
pinge, so any regular enhancement directly caused by the 
wakes should be obvious. Considering firstly the results for 
the leading edge gage, there is a clear enhancement of the heat 
flux occurring between successive wakes due to the 
background turbulence. Some enhancement of the heat flux 
coincident with the arrival of the wakes is also evident in the 
heat flux signals from gages 4 and 6. There is, however, no 
significant enhancement associated with the wakes at the loca-
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Fig. 13 Comparison between ensemble-averaged heat flux for wake 
passing alone, and wake passing with 5 percent Tu 

tions of gages 8 and 9, although the averaging reveals a cyclic 
regularity in the traces. 

The results from gages 10 and 11, however, do show a 
marked cyclic variation in the heat flux. Instead of an in­
creased transient heat flux coincident with the wakes, 
however, the increase occurs between the wakes. The increase 
cannot therefore be attributed to the turbulence content of the 
wakes, so the boundary layer still appears to be "turbulence 
saturated." A plausible explanation for the cyclic increase in 
heat flux is that the gages are located close to the passage 
throat. The location of the passage throat for this profile ap­
pears to be very sensitive to incidence, as was discovered by 
King (1986), using a very large-scale model in the Oxford 
blowdown tunnel. 

The geometric throat lies between the trailing edge of the 
pressure surface of the upper cascade blade, and a region on 
the suction surface of the lower blade, which is inclined at a 
small angle to local flow direction. Slight changes in the in­
cidence angle were found to have a significant effect on the 
throat location. The Schlieren photograph (Fig. 1) shows two 
weak normal shocks in this region at a particular instant in the 
wake-passing cycle. These shocks appear to be present at cer­
tain times in a cycle and absent at other times. The flow at this 
Mach number is very sensitive to exit pressure and it was not 
possible to establish a pattern for a complete cycle, using a 
limited number of single photographs taken in separate tests. 
It seems certain, however, that the cyclic effects on the heat 
flux in the region of the throat are associated with a periodic 
variation in the external passage flow, rather than due to the 
direct effect of wake turbulence on the boundary layer in the 
region. 

(2) Cross-Correlation Analysis. The unsteady heat 
transfer signals in the absence of wake passing, from a gage 
located at a point where the boundary layer is fully turbulent, 

were found to be strongly correlated with the corresponding 
signals from a gage a very short distance downstream, and to 
become progressively less correlated with the signals from 
gages farther downstream. Measuring the increasing time 
delay of the peak of the cross correlations, as described for 
transitional flow, indicates that the signals are convected with 
a velocity of about 0.7 U„ (Doorly, 1983). It is therefore con­
cluded that the observed high-frequency oscillations in the 
unsteady heat flux signals are due to relatively large-scale ed­
dies which persist over a large number of boundary layer 
thicknesses. The cross correlations of the unsteady heat flux 
signals from a turbulent boundary layer provide more infor­
mation than in the case of transitional flow. In the latter case, 
the correlation records only the trajectory of the gross change 
from laminar to turbulent flow associated with a turbulent 
patch, as this dominates the signal. For a turbulent boundary 
layer, the absence of these state changes means that the signals 
reveal more about the actual boundary layer structure. 

The space-time correlation of the unsteady heat flux at a 
given point x and a point a variable distance downstream is 
given by 

q(x, t, r) = 
q(x, t)*(x + r, t) 

4WxW^(<i(x+r)2) 
(7) 

In shorthand notation, q6s denotes the cross correlation of 
the signals from gages 6 and 8, i.e., q6*qs. A mean eddy life 
may be defined for the boundary layer features responsible for 
the unsteady heat flux oscillations, in terms of distance r over 
which the peak of the space-time cross correlation falls below 
a threshold value (Bradshaw, 1971). Setting the threshold 
value equal to 1/3 implies that the eddies are considered to be 
fully dispersed at a distance downstream when the peak of the 
correlation falls below this level. This is taken as the distance 
traveled during the mean life of an eddy and the corre­
sponding time is the mean eddy lifetime. The mean eddy life 
provides a crude estimate of the time constant of the boundary 
layer flow, since the total duration of a phenomenon is 
typically of order three times its time constant. The time con­
stant of the turbulent boundary layer (approximately 1/3 of 
the mean eddy lifetime) may be crudely related to the ratio of 
total turbulent kinetic energy divided by the production rate of 
turbulent kinetic energy. 

The cross correlation was used to determine whether the ad­
dition of wake passing radically altered the turbulent bound­
ary layer structure insofar as this could be deduced from a 
study of propagation rates and eddy life. A selection of the 
cross correlations of the signals from successive gages were 
compared under conditions of free-stream turbulence alone, 
wake passing alone, and combined wake passing and free-
stream turbulence (Fig. 14). The correlations of the unsteady 
heat flux signals for wake passing alone are highly periodic, 
and the amplitude diminishes very slowly with distance 
downstream. In a similar fashion to that of a transitional 
boundary layer (Fig. 7), the cross correlation of these signals 
primarily records the gross convection of turbulent patches. 
As each wake cyclically induces a patch of similar extent, the 
correlations are highly periodic. 

The first group of plots, Fig. 14(a), shows the cross correla­
tion of the unsteady heat flux signals from gage 6 with the 
downstream gages 8, 9, and 10. For the turbulent boundary 
layer signals, whether or not subjected to wake passing, the 
peak of the cross correlation taking gage 6 as origin falls below 
the threshold value between gages 9 and 10. An estimate of the 
mean eddy lifetime is thus shown on the third correlation, 
together with the boundary layer time constant (1/3 of this). It 
is interesting to compare this time scale with that over which 
the passage flow varies (indicated by the period of the correla­
tions with wake passing alone). 
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Fig. 14 Cross correlations of the unsteady heat flux signals 

The second group (146) shows the correlations with gage 9 
as origin. This gage is located in the area where it is inferred 
that the boundary layer is "saturated" with turbulence; the 
peaks of the corresponding correlations seem to diminish 
more rapidly than upstream, possibly suggesting higher rates 
of turbulent production. 

Finally the cross correlation of the signals from the gages 
located in the region of the throat (gages 10 and 11) are shown, 
Fig. 14(c). The similarity of the correlations for turbulence 
alone and combined wake passing and free-stream turbulence 
tends to suggest that the turbulent boundary layer structure is 
not significantly altered by the wake passing. 

Importance of the Wake Deficit 

The obvious feature of the wake that is neglected by the sim­
ple model is the velocity deficit. As well as subjecting the blade 
boundary layer to a highly turbulent band of fluid, the wake 
simultaneously induces an appreciable variation in the local 
incidence angle at inlet. Estimation of the periodic incidence 
change (Doorly, 1983) indicated maximum amplitudes ap­
proximately 10 to 15 percent for the bar diameter used. The 
studies of the heat flux effects of isolated wakes (on which the 
model was based) did not appear to indicate an effect due to 
the incidence change, apart from in the immediate vicinity of 
the leading edge. At all other points, the transient heat flux 
levels were identical to those of a turbulent boundary layer 
(produced by an artificial trip, or high free-stream 
turbulence). 

In altering the simulation from that of isolated wake passing 
to actual engine representative wake passing, the frequency in­
creases by a factor of four. Instead of the convection of 
isolated wakes (completely separated, by regions of calm flow, 
from succeeding wakes) through the blade passage, at full fre­

quency simulatiion, there are generally two wakes in each 
passage at any given time. Mathematically, the boundary con­
ditions have been altered so that the external, passage flow 
cannot relax between cycles. 

In studies of the effect of flow oscillation on the flat plate 
boundary layer, it has been found that the unsteadiness 
becomes significant when the reduced frequency parameter 

2irfL 
w = , where L = external flow length scale 

(here blade chord) becomes significantly greater than one. In 
the case of wake passing at the design condition, based on a 
representative Mach number of 0.8, w is approximately 3, so 
that the flow is truly unsteady. In addition, the rapid succes­
sion of wakes may significantly alter the mean aerodynamics 
of the flow about the blade, particularly through changing the 
effective incidence. Unfortunately, blade surface pressure 
measurements were not made under conditions of full fre­
quency wake passing, nor have the effects of incidence 
changes on the heat flux under steady, turbulent flow condi­
tions been investigated for this profile. It would be interesting 
to study this in the future. 

The results of these investigations, however, strongly sug­
gest that the wake deficit must be accounted for in modeling 
the unsteady flow. Although clearly significant, the turbulence 
content of the wake does not entirely dominate the unsteady 
process. The striped air calculation, which ignores the wake 
velocity deficit, needs to be replaced by a computation that 
allows a finite wake strength. This can be accomplished using 
a numerical solution of the unsteady Euler equations where a 
periodic wake deficit is specified at the inlet to the cascade. 
Various finite difference schemes have been used for this (e.g., 
Ipsas et al., 1980; Hodson, 1983; and others). In order to han­
dle effects associated with the sensitivity of the throat loca­
tion, however, a Navier-Stokes, or some form of viscous/in-
viscid coupling, is required to treat the separation of the flow 
from the rotor trailing edge effectively. A full Navier-Stokes 
modeling of the flow through a complete rotor stage has been 
performed by Rai (1985). At present, however, the computing 
requirements are extremely large. If the potential interactions 
are neglected, a Navier-Stokes solver applied only to the rotor 
and using prescribed unsteady inlet conditions would be far 
simpler and may be of considerable use. 

Reynolds Number Dependence of Unsteady Effects 

The operating Reynolds number (based on blade chord and 
cascade exit conditions) was halved from 2.0E6 to 1.0E6, and 
the effect of wake passing the suction surface heat flux 
measured. The purpose was to investigate the Reynolds 
number dependence of the unsteady transition induced by the 
wakes in an otherwise laminar boundary layer and to explore 
further the usefulness of models of transition based on the 
results for high Re flow. The flow Reynolds number has a very 
strong effect on the stability of the blade boundary layer, and 
in addition, halving Re doubles the acceleration parameter K, 
For accelerating flow, the value of K has been shown to affect 
the location of transition profoundly. 

The effect of Tu levels between 1 and 10 percent on the tran­
sition behavior, and surface heat flux of the flat plate bound­
ary layer in accelerating flow, has been investigated by Wittig 
and Rued (1986). Results were given for constant K values up 
to approximately 2.0E-6, and for K a function of distance, 
with ifroax up to 6.0E-6. These experiments indicated that for 
constant K, equal to 2.3E-6, transition was entirely suppressed 
for 2.3 percent Tu, and was delayed for 2"« = 4 percent for 
Reynolds numbers of up to 3.5E5. [This agrees with evidence 
that suggests that for K above 3.0E-6, relaminarization of a 
turbulent boundary layer may occur (Kays and Crawford, 
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Fig. 15 Dependence of unsteady heat flux on Reynolds number Re; 
level "T" corresponds to mean heat flux for fully turbulent boundary 
layer, level "L" to laminar boundary layer 

1980).] At very high accelerations, transition was suppressed 
for Tu up to 4 percent; higher levels of Tu were found 
however, to produce a transitional type of boundary layer 
under such conditions. 

The unsteady heat flux signals for wake passing (using the 
large diameter bars) at design and reduced Re are compared in 
Fig. 15. The results were obtained for an exit Mach number of 
over 2, as a downstream throat had not been fitted to the tun­
nel for these tests. The suction surface Mach number distribu­
tion should be almost identical to that at the design exit Mach 
number of 0.96, up to gage 10, and only slightly higher at gage 
11. The sensitivity of the flow near the throat to incidence 
changes, which caused the effects reported earlier, is entirely 
removed at high exit Mach numbers. The levels marked "T" 
and "L" correspond respectively to the results for fully tur­
bulent (caused by Tu = 5 percent) and a laminar boundary 
layer (Tu<0.5 percent), shown earlier. For the low Re case, 
the level "T" is obtained by scaling that for the high Re case 
by 2, since q is proportional to Re. At design Re, each passing 
wake causes the formation of a turbulent patch, which is clear­
ly evident on the traces from gages 4 onward. The patches 
have almost completely merged by gage 11, partly due to the 
boundary layer lag caused by the slow propagation of the 
patch trailing edge. At the reduced Reynolds number, in con­
trast, the turbulent patches are less clearly defined at gage 4. 
Furthermore by gage 8, at the lower Reynolds number, even 
the high Tu contained in the wakes is insufficient to sustain 
fully turbulent patches. [The turbulence content of the wakes 
generated by the cylindrical bars was not measured but was 
estimated using the results of Uberoi and Freymuth (1969), 
and the velocity triangle for the simulation Fig. 1.] The peak 
level of Tu contained in the wakes at the cascade inlet (of 
order 100 bars diameter downstream along the wake path) was 
estimated to be of order 10-20 percent. Despite this, at low 
Re, it is not until the acceleration diminishes by gage 11, and 
the local Reynolds number Rex is larger, that the clear pattern 
of wake-induced turbulent patches emerges. As a consequence 
of the absence of the patches over the early part of the blade, 
the spreading effect caused by the propagation within the 
boundary layer is greatly reduced. Consequently, the patches 
have still not merged by gage 11, in contrast to the results at 
high Re. 

Conclusions 
The analysis of the unsteady heat flux signals has provided 

new information on the unsteady suction surface boundary 
layer in the presence of combined wake passing and free-
stream turbulence. The analysis was guided by investigating 
the validity of a simple model under more complex flow condi­
tions, and at a Reynolds number very much lower than those 
for which it was developed. This model was derived from 
earlier experimental studies of isolated wakes and weak 
shocks, which suggested that the wakes affected the heat flux 
primarily by inducing an early transition. The model assumed 
that the high turbulence content of the wakes resulted in the 
immediate formation of a turbulent patch in an otherwise 
laminar boundary layer, during each cycle. It predicted that 
the mean heat flux could be calculated by applying an inter-
mittency factor (dependent on surface position), to the heat 
flux levels corresponding to steady fully turbulent, and 
laminar boundary layers, respectively. The intermittency func­
tion was largely derived from a simple flow computation, 
which treated the wake merely as a band of turbulence, ne­
glecting the velocity deficit. 

It was shown that at high Reynolds numbers, the model 
does agree qualitatively with the results, in that the effect of 
wake passing on an already turbulent boundary layer is fairly 
small. The fact that there is some effect, noticeably a reduc­
tion in heat flux (on the early part of the suction surface), in­
dicates a deficiency in such simple modeling. The results of 
auto and cross-correlation analysis suggested that the addi­
tional turbulence imposed by the wakes had little effect on the 
heat flux associated with a turbulent boundary layer. It was 
concluded that the wake velocity deficit is instead responsible 
for the effect. Suggestions for improving the unsteady passage 
flow model by incorporating the wake velocity deficit were 
given. 

Studies of the effects of wake passing at half the design 
Reynolds number further showed that even the high tur­
bulence content of the wakes is not sufficient to induce an ear­
ly, intermittently turbulent boundary layer. It was indicated 
that this was linked to the higher acceleration parameter that 
results when the Reynolds number is decreased. 
Some allowance for a Reynolds number and acceleration 
parameter dependence must therefore be incorporated in a 
model of the unsteady transition process. 
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A Trace Gas Technique to Study 
ixing in a Turbine Stage 

/1« experimental technique to study mixing in a turbine stage is demonstrated. An 
axisymmetric, radial temperature profile at the inlet to the first stator of a large-
scale, low-speed, single-stage, axial flow turbine model is simulated with a radial 
trace gas concentration distribution. Mixing or redistribution of the inlet profile by 
three-dimensional aerodynamic mechanisms (other than temperature-driven 
mechanisms) is determined from trace gas concentration measurements made in 
both the stationary and rotating frames of reference at various locations through the 
turbine. The trace gas concentration contours generated are consistent with flow 
pitch angle measurements made downstream of the first stator and with surface flow 
visualization on the rotor airfoil and the hub endwall. It is demonstrated that this 
trace gas technique is well suited to quantify many aspects of the redistribution and 
diffusion of an inlet temperature profile as it is convected through a turbine stage. 

Introduction 

Economic, environmental, and energy conservation 
measures have been the driving forces behind industry-wide 
efforts aimed at increasing gas turbine performance by in­
creasing turbine inlet gas temperatures. These same forces 
have also dictated the need to improve engine durability and 
hence, reduce operating costs. Improved performance and 
durability while operating at increased turbine inlet 
temperatures requires that a suitable circumferentially aver­
aged, radial temperature profile be generated at the combustor 
exit (turbine inlet) and adequate cooling be provided to the 
turbine hot section components. The maximum allowable inlet 
profile temperature is set by the turbine hot section compo­
nent structural and durability characteristics and by the effec­
tiveness of hot section component cooling techniques [1], 

Complex three-dimensional aerodynamic flow fields near 
the turbine hub and tip endwalls [2, 3] make them difficult to 
cool. This dictates the need to tailor the inlet temperature pro­
file to provide gas temperatures at the hub and tip endwall 
regions that are lower than the maximum inlet gas 
temperature. Material fatigue and high stress levels due to cen­
trifugal forces in the rotating blade rows also dictate the need 
for temperatures at the hub that are lower than the maximum 
inlet temperature. In practice, the turbine inlet radial 
temperature profile can be well controlled with the introduc­
tion of compressor discharge air through discrete dilution jets 

If design systems only had to predict the decrease in 
temperature due to work extraction in a turbine stage and if 
"strip theory" assumptions were valid, then the prediction of 
hot section component heat loads and the requirements for 
cooling would be relatively straightforward since the gas path 
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heat load predictions [4] are based on the local convective heat 
transfer coefficient, the maximum allowable material (metal) 
temperature, and the local gas path adiabatic recovery 
temperature. Much work has been done to determine local 
heat transfer coefficients (e.g., [3, 5]) and material limits. 
However, although the turbine inlet radial temperature profile 
can be carefully tailored, the gas path adiabatic temperature 
cannot be accurately predicted due to the action of complex 
three-dimensional aerodynamic mechanisms [6] that can 
redistribute (mix) the inlet temperature profile as the flow 
passes through the turbine. 

The objective of this experimental program is to 
demonstrate the suitability of using this trace gas technique to 
determine the redistribution of a simulated inlet temperature 
profile by three-dimensional aerodynamic mechanisms. It is 
recognized that the temperature drop due to work extraction 
and the effect of any temperature-driven secondary flows [6] 
are not modeled by this approach; however, this program is 
aimed specifically at examining inlet temperature profile 
distortion due to pressure and rotationally driven flow 
mechanisms such as endwall secondary flow vortices [7], rotor 
tip leakage flow [8], and the relative eddy [9]. 

Experimental Program 

The experimental program was conducted in the United 
Technologies Research Center's Large-Scale Rotating Rig 
(LSRR). The LSRR is a large-scale, low-speed, experimental 
aerodynamic test facility designed to simulate the flow field in 
axial flow turbomachines. For the present program, a single-
stage turbine model typical of the first stage of a high-pressure 
turbine was installed in the facility. The turbine model is 
shown in Fig. 1 and the relevant model aerodynamic and 
geometric design parameters are presented in Table 1. The ex­
periment was conducted at the nominal design flow coefficient 
\cx/Um = 0.78). Several other detailed experimental studies 
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Fig. 1 Model geometry—axisymmetric inlet temperature profile 
simulation 
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Table 1 Aerodynamic and geometric parameters for LSRR 

THROUGHFLOW VELOCITY, Cx .19 m/s (75 ft/s) 
INLET TOTAL PRESSURE = AMBIENT, 1 atm 
INLET TOTAL TEMPERATURE = AMBIENT, (530°R) 
FLOW COEFFICIENT, Cx/U =0.78 

AXIAL CHORD, bx 

NUMBER OF AIRFOILS 

ASPECT RATIO S/bx 

INTERAIRFOIL GAP 

TIP CLEARANCE 

MIDSPAN INLET METAL ANGLE 

MIDSPAN EXIT METAL ANGLE 
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22 

1.01 

90 deg 

21 deg 
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0.01 (bx) 

42 deg 
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mmetric inlet temperature profile 

Table 1 Aerodynamic and geometric parameters for LSRR 

THROUGHFLOW VELOCITY, Cx .19 m/s (75 ft/s) 
INLET TOTAL PRESSURE .AMBIENT, 1 atm 
INLET TOTAL TEMPERATURE = AMBIENT, (530°R) 
FLOW COEFFICIENT, Cx/U =0.78 

AXIAL CHORD, bx 

NUMBER OF AIRFOILS 

ASPECT RATIO S/bx 

INTERAIRFOIL GAP 

TIP CLEARANCE 

MIDSPAN INLET METAL ANGLE 

MIDSPAN EXIT METAL ANGLE 

EXIT VELOCITY, ABSOLUTE FRAME 

EXIT Re No./ln. 

GUIDE VAN 

0.151 m 

(5.93 In.) 

22 

1.01 

90 deg 

21 deg 

64 m/s 

(210 tt/s) 

1.09x105 

E 

0.65 (bx) 

ROTOR 

0.161 m 

(6.34 In.) 

26 

0.946 

0.01 (bx) 

42 deg 

26 deg 

34 m/s 

(112 ft/s) 

1.04X105 

Fig. 2 Rotor hub endwall C02 sampling taps 

of turbine aerodynamics and heat transfer have been pre­
viously conducted in this turbine model [10-12]. 

A mass transfer analogy, i.e., the use of a trace gas, was 
chosen to study turbine inlet temperature profile redistribu­
tion since, for the present application, a mass transfer process 
could be set up with greater accuracy in the boundary condi­
tions (a well-defined, axisymmetric, radial inlet trace gas con­
centration profile with "adiabatic" surfaces throughout the 
model) than the corresponding heat transfer process. The ap­
plication of the mass transfer analogy to obtain temperature 
field redistributions has been well documented [13, 14], The 
main assumption in this analogy is that the turbulent Prandtl 
number (governing heat transfer) and the turbulent Schmidt 
number (governing mass transfer) vary in such a manner that 
their ratio is close to unity at all locations through the flow 
field. 

In the present study an axisymmetric, radial temperature 
profile at the turbine inlet (Station 1, Fig. 1) was simulated 
with a radial trace gas concentration profile of carbon dioxide 
(C02). Although other gases, e;g., ethylene, with a molecular 
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weight closer to air have been used to study aerodynamic mix­
ing [15], C02 was chosen for this study for reasons of safety. 
At the design flow coefficient, approximately 45 cubic feet per 
minute of trace gas would be required to achieve the desired 
degree of resolution of the trace gas concentration. 

An axisymmetric inlet C02 profile was generated with an 
array of five concentric injector rings located in a plane 76 in. 
upstream of the first stator (Fig. 1). These rings were located 
far enough upstream (x/bx = 12.8 axial chords) of the first 
stator so that the total pressure nonuniformity introduced by 
the ring wakes was completely mixed out at the first stator in­
let traverse plane (Station 1). A flow area contraction of 3 to 1 
between the injector ring location and Station 1 also con­
tributed to this absence of ring wakes. The rings were 
fabricated from stainless steel tubes 0.5 in. in diameter. Each 
ring contained 144 holes of 0.015 in. diameter uniformly 
distributed around its circumference. The tube diameter and 
hole size were selected to provide a uniform (axisymmetric) 
distribution of C02 around the inlet annulus. C02 was in­
jected into the inlet flow from each of these rings. By control­
ling the flow of C02 to each ring independently, the radial 
distribution of C02 at Station 1 could be tailored to simulate 
any number of axisymmetric turbine inlet temperature 
profiles. 

C02 concentrations in the turbine model were determined 
from gas samples drawn through conventional surface static 
pressure taps located on the rotor airfoil and hub endwall, and 
through pneumatic traverse probes in the flow field. 
Specifically, on the rotor airfoil surface, 22 static pressure taps 
located around its perimeter at each of seven spanwise loca­
tions (2, 12.5, 25, 50, 75, 87.5, and 98 percent span) were used 
to obtain gas samples. These are the same taps used previously 
to obtain rotor airfoil surface pressure distributions in an ex­
perimental study of stator-rotor interaction and negative in­
cidence separation [10, 11]. 
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Fig. 3 Spanwise C02 profiles at stator inlet (Station 1) 
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Fig. 4 Distortion of axisymmetric C02 profile through the stator row 

On the rotor hub endwall, an array of 32 static pressure taps 
(Fig. 2) was installed for trace gas sampling. Four absolute 
frame traverse probes were located one axial chord upstream 
of the first stator leading edge (Fig. 1, Station 1) and at cir­
cumferential positions of 78, 139, 234, and 310 deg from the 
top of the inlet annulus. Concentration measurements from 
these probes were used to determine the C02 flow rate re­
quired for each injector ring to obtain the desired inlet C02 
profile at Station 1 and also to determine the degree of non-
axisymmetry in the inlet profile. 

A multi-element, absolute frame, radially traversed probe 
that had sensors distributed circumferentially over one first 
stator pitch was installed downstream of the first stator trail­
ing edge (Station 2, x/bx = 0.126). C02 contours obtained 
from this probe rake were compared with previously measured 
flow pitch angle contours at the first stator exit [16]. A multi­
element rotating frame rake probe with sensors distributed 
radially from 3 to 95 percent span was installed on the hub and 
in line with the rotor leading edge (Station 3, Fig. 1). Radial 
C02 distributions obtained from this probe rake were com­

pared to the averaged inlet (Station 1) COz profile to deter­
mine the degree of spanwise mixing of the inlet profile through 
the first stator passage. 

Gas samples from both the rotating frame rake probe and 
the rotor airfoil and hub endwall taps were selectively drawn 
through the rotating frame instrumentation package, which 
consisted of two computer-controlled Scanivalves (Model No. 
48J9), a single Scanivalve fluid switch (Model NO. 
WS6-12-SPL), and a Dublin high-speed rotary pneumatic 
union (Model No. 1590). The scanivalve transducer was 
removed for these tests and the scanivalve was used as a 48 prt 
fluid switch. The stationary (absolute) frame output of the 
rotary union was fed into a Beckman Non-Dispersive Infrared 
(NDIR) analyzer (Model 865), which was used to measure the 
gas sample C02 concentration. A separate scanivalve and gas 
sample acquisition system was connected to the absolute 
frame traverse probes (Station 1) and the traverse rake (Sta­
tion 2). The output of this system was also fed into the NDIR 
analyzer. At the beginning of each data acquisition cycle, the 
system was calibrated from 0 to 2500 parts per million (ppm) 
and the ambient C02 level of the inlet flow upstream of the in­
jector rings was measured. The inlet ambient C02 level was 
also measured at the end of each data acquisition cycle. In the 
data reduction, the average of the two ambient C02 
measurements was subtracted from all the other C02 
measurements. 

To achieve reasonably good resolution in the experiment, 
the maximum C02 concentration in the profile at Station 1 
was set at approximately 1000 ppm above ambient. The ac­
curacy of the NDIR was 5 ppm and the ambient C02 level was 
typically 375 ppm. Therefore, the ambient or zero reference 
C02 level was known to within 1 or 0.5 percent of the dif­
ference between the maximum and the ambient concentration. 

Experimental Results 

Inlet C02 Profile Generator. The initial phase of the ex­
perimental program focused on the C02 profile generator 
checkout and the establishment of a suitable axisymmetric in­
let C02 profile at Station 1. Since the C02 flow rate through 
each of the five injector rings could be controlled independent­
ly, any number of inlet profiles could be generated. For this 
study of spanwise mixing, the inlet C02 profile was chosen to 
increase monotonically from the hub to about 75 percent span 
and to decrease from there to the tip. To generate a 
monotonically increasing C02 inlet profile, the C02 flow rate 
through the smallest diameter ring (No. 5 of Fig. 1) was set at 
the lowest flow rate of any of the five rings. The flow rate was 
progressively increased through each of the larger diameter 
rings. 

The resulting spanwise profiles of nondimensional C02 
concentration measured at each of the four circumferential in­
let traverse locations (Station 1) at one axial chord upstream 
of the first stator are shown as the open symbols in Fig. 3. The 
circumferentially averaged C02 inlet profile is denoted by the 
solid symbols. All the measurements are nondimensionalized 
relative to the maximum averaged C02 concentration, which 
was typically 1000 ppm above ambient. Although there is 
some degree of nonaxisymmetry, the intended monotonic 
behavior is achieved from 0 to 75 percent span. This averaged 
C02 profile is representative of a turbine inlet temperature 
profile that has its maximum level skewed toward the tip. 

Spanwise Mixing in the First Stator. The amount of span-
wise mixing occurring in the first stator passage was assessed 
by comparing the averaged C02 profile obtained at the first 
stator inlet (Station 1, Fig. 3) with the profile obtained from 
the rotating frame probe rake located downstream of the first 
stator on the rotor hub and in line with the rotor leading edge 
plane (Station 3). This comparison between the first stator in­
let and exit C02 profiles is shown in Fig. 4. All the data 
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Fig. 5(a) Pitch angle contours at stator exit (Station 2) 
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Fig. 5(b) C 0 2 concentration contours at stator exit (Station 2) 

presented are nondimensionalized by the maximum C02 level 
(922 ppm) above ambient of the stator inlet profile. This max­
imum level corresponds to a nondimensional concentration of 
unity in Fig. 4. Using the measured C02 concentrations and 
the radial distribution of axial velocity from a streamline cur­
vature calculation, a continuity check was made between Sta­
tion 1 and Station 3 by calculating the total mass flow of C02 
at both locations. The mass averages, 0.545 and 0.461, respec­
tively, of the two profiles agree to within 15 percent. Consider­
ing the degree of nonaxisymmetry in the inlet profile (Fig. 3), 
this is reasonably good agreement. 

It should be noted that some of this difference may also be 
due to calculating the C02 mass flow at the stator exit (Station 
3) by using the radial distribution of axial velocity predicted by 
the streamline curvature calculation which may not accurately 
represent the actual axial velocity distribution. At the stator 
inlet (Station 1), the axial velocity is nearly constant and well 
represented by the streamline curvature calculation. It is also 
worth noting that the mass flow of the injected C02 represents 
only 0.05 percent of the total mass flow through the turbine 
model. Therefore, the injected C02 does not have a 
measurable effect on the aerodynamics of the turbine. 

As seen in Fig. 4, the overall effect of the stator 
aerodynamic flow field on the axisymmetric radial inlet C02 
profile is to reduce the maximum concentration level at 75 per­
cent span and to increase the concentration levels near both 
the hub and tip endwalls. This redistribution of the inlet pro­
file is due to the stator hub and tip endwall secondary flow 
vortices [15, Fig. 2]. These results are consistent with radial-
circumferential traverse measurements of the flow pitch angle 
and also with the traverse rake C02 measurements made at the 
stator exit (Station 2). 

Contour plots generated from the flow pitch angle 
measurements and traverse rake measurements of C02 con-
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Fig. 6(a) Rotor surface C 0 2 concentration contours 
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Fig. 6(b) Rotor surface flow visualization 

centration are shown in Figs. 5(a) and 5(b). The pitch angle 
contours shown in Fig. 5(a) were generated from data [16] ac­
quired using a three element hot film probe traversed at the 
same axial locations as the C02 traverse rake (Station 2). The 
C02 concentrations shown in the contours of Fig. 5(b) are 
nondimensionalized by the maximum averaged C02 concen­
tration of the inlet profile (Station 1). This is the same C02 
concentration level used to nondimensionalize the results 
presented in Figs. 3 and 4. 

Near the tip region, the pitch angle contours indicate the ex­
istence of strong radial inflows (negative pitch angles) in the 
stator wakes. The effect of this radial inflow on the axisym­
metric C02 inlet profile can be seen in the C02 concentration 
contours (Fig. 5b) which dislay a dip toward the hub at loca­
tions approximately one stator gap apart in the tip region. 
This effect is much less pronounced in the hub region where 
the pitch angles are in general much smaller. 

Near both the hub and tip, the C02 contours are displaced 
away from the endwalls near the suction side of the wake and 
toward the endwalls on the pressure side of the wake. These 
displacements are due to the endwall passage vortices and are 
most noticeable in the hub region where the endwall secondary 
flow is stronger. In the tip region, the radial displacements are 
predominantly due to the radial inflow in the stator wakes. 
Note that although there are local regions of radially 
redistributed flow, the inlet C02 profile has basically retained 
its axisymmetric character at the first stator exit as indicated 
by the overall axisymmetric nature of the contours in Fig. 
5(b). 

Spanwise Mixing in the Rotor. C02 concentration contours 
determined from gas sample measurements taken through 
static pressure taps at the seven spanwise rows on the rotor 
pressure and suction surfaces are compared with rotor surface 
flow visualization results in Figs. 6(a) and 6(b). The surface 
flow trajectories indicated by the arrows in Fig. 6(6) were 
reconstructed from flow visualization surface traces obtained 
using an ammonia/Ozalid paper surface indicator technique 
[17]. The radial displacement of the rotor pressure surface 
concentration contours (Fig. 6a) indicates the existence of 
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Fig. 7(a) Rotor hub endwall C02 concentration contours 

Fig. 7(b) Rotor hub endwall flow visualization 

strong radial outflows on the outer half span. This is con­
firmed by the surface flow visualization results. An inviscid 
aerodynamic mechanism, the relative eddy, has been iden­
tified as the source of this radial outflow on the rotor pressure 
surface [18]. This mechanism occurs only in rotating tur-

bomachinery airfoil passages and not in stators or in sta­
tionary cascades. Over the inner half span, the pressure sur­
face C02 contours exhibit very little radial displacement of the 
flow except near the hub. This is also confirmed by the surface 
flow visualization. 

On the rotor suction surface, the C02 contours indicate 
there is no significant radial displacement of the surface flow 
near the leading edge or in the region near midspan. Near the 
hub, as the trailing edge is approached, the contours indicate 
significant radial displacements of the surface flow. This is 
confirmed by the suction surface flow visualization. The out­
ward radial displacement of the C02 contours near the hub 
region is due to the hub passage secondary flow vortex, which 
sweeps low C02 concentration fluid off the hub endwall and 
carries it up onto the rotor suction surface. This endwall flow 
also accounts for the large region of low C02 concentration 
(0.07) on the aft portion of the rotor near the hub. Over the in­
ner half span of the suction surface, both the C02 contours 
and the surface flow visualization indicate the flow is similar 
in many respects to the flow over a stationary cascade of air­
foils such as that studied by Langston [19] and those by Moore 
and Ransmayr [20]. 

This is not the case for the outer half span. Here, the C02 
contours and the surface flow visualization are different. The 
surface flow visualization shows strong radial inflow due to 
the tip endwall secondary flow system. In the tip region this in­
cludes the rotor tip leakage flow, the scrapping vortex (if it ex­
ists), and the tip endwall secondary flow passage vortex. 
Overall, the surface flow visualization over the outer half span 
resembles the surface flow visualization over the inner half 
span. The C02 concentration contours, however, display very 
little radial displacement over the region between 75 to 100 
percent span and they are also at fairly constant levels in this 
region. This is due to the relatively weak C02 gradients in the 
rotor inlet C02 profile near the tip and also due to the rotor 
tip leakage flow which carries high C02 concentration fluid 
through the tip gap from the rotor pressure surface. 

Surface flow visualization on the rotor tip and radial-
circumferential traverse measurements downstream of the 
rotor trailing edge indicate that after the leakage flow crosses 
the tip and is discharged into the passage on the suction sur­
face side, it rolls up to form a leakage vortex that remains in 
close proximity to the rotor suction surface [16, Fig. 2, 11, 
Fig. 9], It is the tip leakage flow vortex and the relatively weak 
gradients in the rotor inlet C02 profile near the tip (Fig. 4) 
that account for the nearly constant, high COa concentrations 
on the rotor suction surface over the outer half span. 

A comparison of the C02 contours and surface flow 
visualization on the rotor hub endwall is presented in Figs. 
7(a) and 1(b). The C02 concentration contours on the hub 
endwall extend across the passage from the pressure to the suc­
tion surface and increase in level as the rotor trailing edge 
plane is approached. C02 concentrations measured on the 
rotor hub endwall (Fig. la) are generally much lower than 
those measured on the blade surface (Fig. 6a). This indicates 
that very little of the trace gas in the high C02 concentration 
region of the inlet profile reaches the hub endwall. A correla­
tion of the C02 concentration levels in the hub contours with 
the levels in the inlet profile (Fig. 4) indicates that the fluid 
reaching the endwall near the rotor trailing edge entered the 
blade row at approximately 13 percent span. The increase in 
C02 concentration as the trailing edge of the rotor is ap­
proached is due to the scrubbing action of the rotor hub end-
wall vortex, which removes fluid from the pressure surface 
and sweeps it across the endwall toward the suction surface. If 
it were not for this aerodynamic mechanism, the C02 concen­
tration on the rotor hub endwall would be uniform and at the 
same level measured at the hub by the rotating inlet rake (Sta­
tion 3). The flow visualization (Fig. lb) shows the same 
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pressure to suction surface flow as indicated by the C02 
contours. 

Summary 

Based on the C02 concentration measurements and the sur­
face flow visualization, it is apparent that significant spanwise 
mixing of the axisymmetric inlet profile occurs in both the 
stator and rotor passages as the inlet flow proceeds through 
the turbine stage. This mixing is due to three-dimensional 
aerodynamic mechanisms (passage endwall secondary flow 
vortices, rotor tip leakage flow, the relative eddy, and radial 
flow in the airfoil wakes). 

The C02 trace gas technique yields surface concentration 
contours that are consistent with and also supplement and 
quantify the surface flow visualization technique, especially in 
regions of very complex flow such as at the rotor tip. This 
technique represents an accurate, straightforward method for 
tracking fluid flow and for determining spanwise mixing in a 
turbine stage. 

A more comprehensive study of spanwise mixing in an axial 
flow turbine is currently in progress [21]. In this program, 
detailed radial-circumferential measurements of total and 
static pressure and flow velocity will be made upstream and 
downstream of each airfoil row in the UTRC one and one-half 
stage axial turbine model. 
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The Influence of Rotation on the 
Heat Transfer Characteristics of 
Circular, Triangular, and Square-
Sectioned Coolant Passages of Gas 
Turbine Rotor Blades 
This paper reports on the influence of Coriolis-induced secondary flow and cen­
tripetal buoyancy on the heat transfer within typical turbine rotor blade cooling 
passages. The experimental results indicate that for through-flow Reynolds numbers 
up to 30,000 increasing rotational speed tends to increase the mean levels of heat 
transfer relative to the stationary case when the flow is radially outward. This trend 
is reversed when the flow is radially inward. Increasing centripetal buoyancy for 
radially outward flow tends to decrease the mean level of heat transfer and in some 
cases these levels fall below the equivalent stationary values. When the flow is radial­
ly inward, increasing centripetal buoyancy generally results in an increase in mean 
heat transfer, and in this case increasing buoyancy tends to increase the leading 
{suction) side heat transfer while reducing it on the trailing (pressure) side. 
Original correlations proposed by Morris et al. for leading side heat transfer in a cir­
cular duct are shown to hold for triangular and square ducts when the hydraulic 
diameter concept is used. 

Introduction 

Since increasing turbine entry temperature is a prerequisite 
for increasing the thermodynamic efficiency of gas turbines, 
the use of cooling air in the stator and rotor blades of present-
day aircraft gas turbines is widespread and essential. The 
coolant reduces the metal temperatures to below the material 
melting temperature and thereby increases the durability of 
the blade. Future engines will tend to have significantly higher 
gas temperatures, thereby promoting the requirement for 
more efficient blade cooling configurations. The coolant 
passages are of complex shape and tend to have transverse ribs 
and pin-fins to enhance the heat transfer process. In current 
turbines the coolant side heat transfer approaches and in some 
cases exceeds that on the hot gas side, as typified by Fig. 1. 
Only recently has there been an effort to study the internal 
heat transfer processes and the effects of rotation on internal 
heat transfer are only now being addressed. 

Morris et al. (Morris, 1981; Morris and Ayhan, 1979, 1982; 
Morris and Harasgama, 1985) have reported some ex­
periments on the effects of rotation on turbine blade coolant 
passages of an idealized nature while Clifford (1985) has 
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MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
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reported an experiment on a multipass cooling configuration 
with transverse ribbing. Recently Johnson et al. (1986) have 
conducted tests on a rotating U-bend configuration and 
Iskakov and Trushin (1985) reported results for radial inflow 
and outflow in a circular duct with varying rotational speeds. 

The turbine designer currently resorts to the use of heat 
transfer correlations formed in the main from data gathered 
on stationary tests and applies these to the calculation of heat 
transfer coefficients in rotating passages. In doing so he ig­
nores three fundamental effects present in the rotating 
passage, namely Coriolis and centripetal acceleration and, in 
the case of an accelerating/decelerating rotor, the rate of 
change of angular velocity. Experimental and theoretical work 
on the effects of rotation have been undertaken by Barua 
(1955), Benton and Boyer (1966), Mori and Nakayama (1968), 
Ito and Nanbu (1971), Skiaderisis and Spalding (1977), Met-
zger and Stan (1977), Lokai and Limanski (1975), and Zysina-
Molozken et al. (1977). In general the investigators concen­
trated on the effects due to Coriolis acceleration, which 
showed that for radially outward flow, Coriolis acceleration 
has a beneficial effect on heat transfer. However, significant 
scatter existed in the various results, which prompted Morris 
(1981) to argue that these discrepancies could be attributed to 
centripetal buoyancy as illustrated in Figs. 2(a) and 2(b). This 
indicates that for radially outward flow centripetal buoyancy 
reduces heat transfer, while the converse is true for radially in-
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ward flow. All the data were gathered for leading (suction) 
side only and no conclusions were made as to the trailing 
(pressure) side characteristics. 

Original work by Morris and Ayhan (1979; 1982) on circular 
ducts with inward and outward flow led to correlations for 
leading side heat transfer as follows: 

For radially outward flow 

Nu = 0.022 
Ra 

.Re2 

and for radially inward flow 

Nu -<"•"[&]' 

R e 0 . 8 R o 0 

Re08Ro-

(1) 

(2) 

These correlations were posed for test sections fitted with a 
calming section so that the flow was hydrodynamically fully 
developed before the onset of heating. Clifford et al. (1984) 
reported results for a triangular duct with radial outflow and a 
sharp-edged entry (AR= 12:1); Figs. 3 and 4 summarize their 
findings. Increasing the Rayleigh number (increasing buoyan­
cy) tends to reduce the mean Nusselt number (Fig. 3) for 
Reynolds numbers up to 25,000. At a Reynolds number of 
45,000 the buoyancy effect is not present, but with rotation 
the Nusselt numbers are lower than the corresponding sta­
tionary values. Increasing the rotational Reynolds number 
produces an increase in Nusselt number up to Reynolds 
numbers of 25,000; thereafter the trend was reversed for 
Re = 45,000. Morris and Harasgama (1985) investigated the ef-
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Fig. 2 Influence of rotation on mean heat transfer in a circular tube 
(Morris and Ayhan, 1979, 1982) 

fects of rotation on a square-sectioned duct with radially out­
ward and inward flow having a sharp-edged entry (AR =12:1). 
The results shown on Figs. 5 and 6 indicate that the data on 
the leading side correlated well with equations (1) and (2), but 
that trailing side heat transfer was higher than predicted by 
equation (1) for outward flow and lower than that predicted 
by equation (2) for inward flow. This effect is attributed to the 
reversal in the direction of Coriolis-induced secondary flows. 

The results reported to date and the foregoing discussion in­
dicate that both centripetal buoyancy and Coriolis-induced 
secondary flows have a marked effect on the heat transfer 
within turbine rotor blade cooling passages. An increase in 
buoyancy tends to decrease the heat transfer with radially out­
ward flow while the converse is true for radial inflow. This 

Nomenclature 

AR = ratio of inlet delivery duct 
area to coolant passage area 

Cp = constant-pressure specific 
heat of coolant 

d = hydraulic diameter of duct 
h = heat transfer coefficient 

H = midspan eccentricity 
/ = rotational Reynolds number 
k = thermal conductivity of 

coolant 
L = length of duct 

Nu = Nusselt number 
Pr = Prandtl number 

Ra 
Re 

Ro 
Tc 
Tg 

Tm 
ATw 

V 

0 

= rotational Rayleigh number 
= through-flow Reynolds 

number 
= inverse Rossby number 
= coolant temperature 
= hot gas temperature 
= metal temperature 
= wall-to-coolant temperature 

difference 
= mean coolant velocity in duct 
= coefficient of volume expan­

sion of coolant 

e = ettectiveness = 
(Tg-Tm)/(Tg-Tc) 

JX = absolute viscosity of coolant 
v = kinematic viscosity of 

coolant 
p = density of coolant 
$ = functional relationship 
0 = angular velocity 

Subscripts 
oo = evaluated for fully developed 

flow 
m = mean value for the duct 
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arises because increases in buoyancy retard the flow close to 
the duct walls with radial outflow, but accelerate the flow near 
the walls for radial inflow. Increasing rotational speed 
(Coriolis acceleration) with outward flow tends, in general, to 
increase the Nusselt number due to enhanced mixing. With 
radial inflow, increases in angular velocity cause a reduction in 
leading side heat transfer; this effect is present in all the 
geometries studied but no simple physical explanation can be 
proposed for the effect as yet. Note that Johnson et al. (1986) 
have recently reported that increasing angular speed can, in 
certain cases, lead to a reduction in Nusselt number with radial 
inflow. 

The work reported in this paper forms an ongoing program 
of research in conjunction with other University-based heat 
transfer research groups to carry out experimental and 
numerical studies on the effects of rotation on the heat 
transfer characteristics of turbine rotor blade cooling 
passages. This paper reports on a new experimental facility 
and results therefrom on a circular tube with sharp-edged en­
try (AR = 49:1) and radially outward flow. Results are also 
presented for a triangular duct and a square duct with radial 
inflow and sharp-edged entry (AR = 12:1). 

Experimental Facilities and Program 

At present two facilities exist for the determination of heat 
transfer in rotating passages. The first rig, shown in Fig. 7, is 
designated the MK 1 rig and has been extensively detailed by 
Morris et al. (Morris, 1981; Morris and Ayhan, 1979, 1982; 
Morris and Harasgama, 1985). The second test rig, recently 
completed, and designated the MK 2 rig, is functionally 
similar to the MK 1 rig but enables speeds of 5000 rpm to be 
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Fig. 3 Influence of buoyancy on Nusselt number for radial outflow, 
triangular duct (Clifford et al., 1984) 
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attained, thereby increasing the range of rotational Reynolds 
numbers and Rayleigh numbers that can be simulated. The 
MK 2 rig (Fig. 8) consists of a shaft, hollow at one end, on 
which is mounted the hollow cylindrical rotor arm. A counter­
balance is located on the opposite side of the rotor arm. The 
test module (Fig. 9) is mounted inside the arm and can be in­
dexed around within the arm to study girthwise variations in 
heat transfer. A 25 kW d-c electric motor with variable speed 
control is used to drive the entire system. Air, measured using 
an accurate "Rotameter" flowmeter, is supplied to the test 
section via the rotating seal airbox mounted on the hollow end 
of the shaft. A pair of slip rings takes power to the heater coil 
on the test section; the power supplied is monitored on a 
"Cambridge" wattmeter. A 26-channel silver/silver graphite 
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slip ring unit is used to transmit data from chromel/alumel 
thermocouples to the DEC LSI 11/03 computer data logger. 
Typically 15 thermocouples are embedded on the centerline of 
the duct on the leading side while 8 thermocouples are placed 
on the trailing side. Further details of the test modules are 
given in Fig. 9 and Clifford et al. (1984) and Morris and 
Harasgama (1985). A single thermocouple records the inlet air 
temperature. Exit air temperature is recorded by first mixing 
out any temperature gradients in the flow (using a turbulator) 
and the resulting temperature is recorded using two ther­
mocouples. The data analysis technique is the same as that 
used by Morris et al. The present results were all analyzed us­
ing the same heat balance technique and were found to agree 
to within 10 percent. All data and results could be plotted out 
on-line using a Calcomp-81 (A3) flat bed plotter which formed 
part of the data acquisition, analysis, and display system 
(Harasgama, 1984). 

The experimental program is detailed in Table 1. Tests were 
conducted on a triangular-sectioned duct with radial inflow 
and sharp-edged entry. Similar tests were performed on a 
square-sectioned duct with radial inflow; both sets of tests 
were conducted on the MK 1 rig. The MK 2 rig was used to test 
a circular duct with sharp-edged entry and radially outward 
flow. 

Morris (1981) has indicated that by using dimensional 
analysis the influence of rotation on heat transfer may be 
represented as 

Nu = $(Re,Pr,Ra,J,JL/rf,if/d) (3) 
w h e r e Nu = hd/K; Re=Vd/v; P r = pCp / K; 
R?L = tt2H$d\ATw)Pr/v2; J=QcP/v. (Note: in some cases the 
inverse Rossby number, defined as Ro = Ud/V, is used instead 
of/.) 

For the present experiments the fluid used for the coolant 
was air and the duct length and midspan eccentricity were held 
constant; therefore 

Nu„,=$(Re,Ra,/) (4) 
In view of equation (4), all the relevant variables were cast in 
terms of Reynolds number, rotational Reynolds number (7), 
and rotational Rayleigh number (Ra) for presentation 
purposes. 

Table 1 

C o n f i g u r a t o n and 
Tes t F a c i l i t y 

T r i a n g u l a r Duc t , 
10 mm Base , 30° 
Apex a n g l e , Inward 
Flow, AR » 1 2 : 1 , 
Tes t ed on MK 1 
R i g . Lead ing 
s i d e d a t a o n l y . 

Square d u c t , 
7 .5 mm x 7.5 mm 
Inward Flow, 
AR = 1 2 : 1 , 
Tes t ed on MK 1 
R i g . Lead ing 
and T r a i l i n g s i d e 
d a t a . 

C i r c u l a r d u c t , 
Diamete r = 5 . 0 mm, 
Outward Flow, 
AR = 4 9 : 1 , 
Tes t ed on MK 2 
R i g . Leading 
and T r a i l i n g Side 
d a t a . 

d 
(mm) 

7.67 

7 . 5 

5 .00 

Test configurations and variables 

L 
(mm) 

150 

150 

100 

H 
(mm) 

250 

250 

350 

Q 

( r e v / m i n ) 

0 t o 1850 

0 to 1000 

0 t o 2000 

Re 

7,000 
15 ,000 
25 ,000 

7,000 
15 ,000 
21 ,000 

7 ,000 
15 ,000 
25 ,000 

J 

0 t o 670 

0 t o 360 

0 t o 350 

Ra 

0 to 3 .5 K 10 6 

0 t o 1,5 x 1 0 6 

0 t o 2 . 1 x 1 0 6 

Ro 

0 to 
0.103 

0 to 
0.042 

0 to 
0.049 

Results and Discussion 

Experiments for all configurations were first conducted 
statically to determine the Nusselt numbers for a range of 
Reynolds numbers. In all cases the zero speed Nusselt numbers 
were within 10-15 percent of the Dittus-Boelter (1930) cor­
relation as defined by 

Nu = 0.023Re°-8Pr0'4 (5) 

With rotation the data tended to fall into two categories, ir­
respective of the geometric configuration, namely radial in­
flow and radial outflow. 

Radially Inward Flow. Considering the triangular duct 
first, Fig. 10 shows the variation of mean Nusselt number on 
the leading side with rotational Reynolds number (J) for three 
different through-flow Reynolds numbers. Since the rota­
tional Reynolds number quantifies the effect of Coriolis ac­
celeration, it is interesting to note the downward trend in 
Nusselt number for all values of through-flow Reynolds 
numbers. This corroborates data reported earlier by Morris 
and Ayhan (1982) for circular-sectioned ducts. Although in­
creasing the rotational Reynolds number brings about a 
decrease in Nusselt number, the overall influence of rotation 
at the lower through-flow Reynolds numbers is beneficial to 
heat transfer. However, at the highest value of Reynolds 
number (Re -25,000) the Nusselt numbers are lower than the 
corresponding stationary values, especially for the higher rota­
tional speed. 

The influence of centripetal buoyancy, characterized by the 
rotational Rayleigh number, is shown on Fig. 11 for the 
leading side on the triangular duct. For the lowest Reynolds 
number ( = 7000) and rotational Reynolds number (7=370), 
increasing buoyancy tends to increase the mean level of heat 
transfer. This effect has previously been reported by Morris 
and Ayhan (1982) for circular ducts. At the intermediate 
Reynolds number of 15,000, buoyancy does not appear to 
have a marked effect, while for the highest value of Reynolds 
number (25,000) increasing buoyancy causes a reduction in 
heat transfer and can cause it to fall below the zero speed 
equivalent. For higher values of rotational Reynolds number 
(/= 670), increasing buoyancy only has an effect at the lowest 
Reynolds number (= 7000) where it causes an increase in heat 
transfer. At the highest levels of rotational Reynolds number 
and through-flow Reynolds number the overall influence of 
rotation is to cause the mean level of heat transfer to fall 
below that of the equivalent stationary case. 

Results for the square duct are given in Fig. 12. This in­
dicates the variation of mean Nusselt number with increasing 
Rayleigh number for both leading and trailing sides. As the 
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number triangular duct, inward flow 

Rayieigh number is increased at a nominal Reynolds number 
of 7000, the tendency is for the leading side heat transfer to in­
crease. This effect is also evident for the triangular duct (Fig. 
11). What is interesting is that at the same time the trailing side 
heat transfer decreases. It appears that this is the first report 
of such a phenomenon. A possible explanation is that as 
buoyancy increases the leading side heat transfer, Coriolis-
induced secondary flow entrains this "hotter" fluid and 
deposits it on the trailing edge bringing about an attendant 
reduction in heat transfer. The effect is also just noticeable at 
a Reynolds number of 15,000, but for Re = 20,000 through-
flow forced convection overshadows the buoyancy effect. In 
all cases the overall influence of rotation is to increase the 
mean levels of heat transfer to above the zero speed 
equivalents. 

Radially Outward Flow. Preliminary results for the cir­
cular sectioned duct as tested on the MK 2 rig are shown on 
Fig. 13. Here, the increase in rotational Reynolds number in­
creases the mean Nusselt for both through-flow Reynolds 
numbers of 7000 and 25,000. The trailing side heat transfer is 
higher than the leading side values because the Coriolis-
generated secondary flows operate in an opposite sense to 
those found with radial inflow. Although as yet there are in­
sufficient data on this configuration to categorize the effects 
of buoyancy, Fig. 13 indicates that rotation reduces the mean 
levels of heat transfer to below the corresponding stationary 
values, a feature previously attributed to rotational buoyancy. 

Correlation of Data 

The correlations of data for the square duct with radial in­
flow and outflow and sharp-edged entry have already been 
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10° 
Ra 

zero speed values 
Fig. 12 Variation of mean Nusselt number with Rayieigh 
number, square duct, inward flow 

presented by Morris and Harasgama (1985) and are repro­
duced in Figs. 5 and 6. Since the original proposals by Morris 
and Ayhan (1979, 1982) were for a circular duct, leading side, 
and hydrodynamically fully developed flow at inlet, the square 
duct results correlate surprisingly well with equation (2). The 
trailing side heat transfer values for radial inflow are lower by 
about 12 percent due to the effects of the entrainment of hot 
fluid to the trailing side as described above. 

The results for the triangular duct with radial outflow, 
previously reported by Clifford et al. (1984), have now been 
correlated on the basis of equation (1) and are presented in 
Fig. 14. The correlation with equation (1) is excellent and the 
sharp-edged entry condition is overshadowed by the effects of 
rotation. 

Finally, Figs. 15 and 16 show the case of the circular duct, 
radial outflow, and sharp-edged entry. Figure 15, portraying 
data for the leading side, indicates that this correlates with 
equation (1). Since Morris and Ayhan (1979) proposed this 
equation for a circular duct with fully developed flow at entry, 
it appears from the present data that inlet effects are relatively 
minor in comparison with the influence of rotation. Figure 16 
shows again that with radial outflow equation (1) under-
predicts the trailing side heat transfer by around 10 percent 
due to the enhancement brought about by Coriolis-induced 
secondary flows. 

Conclusions and Recommendations 

The present program of research into the effects of rotation 
on heat transfer within simple turbine blade cooling passages 
has concentrated on the fundamental aspects of Coriolis ac­
celeration and centripetal buoyancy, characterized by the rota­
tional Reynolds number and rotational Rayieigh number, 
respectively. Within these restrictions the following conclu­
sions may be made: 

1 For radially inward flow the mean Nusselt numbers with 
rotation generally tend to be higher than the corresponding 
zero speed cases. Increasing centripetal buoyancy generally 
tends to increase the heat transfer further on the leading side 
while reducing it on the trailing side. In the author's opinion 
this is the first report on the latter phenomenon, which is at­
tributed to a coupling between Coriolis-induced secondary 
flows and centripetal buoyancy. Increase in rotational 
Reynolds number has a detrimental effect on heat transfer on 
the leading side, which corroborates earlier work by Morris 
and Ayhan (1982). 

2 With radially outward flow rotation causes a reduction 
in the mean Nusselt number on the leading side with respect to 
the zero speed equivalents. Increasing buoyancy causes a 
reduction in heat transfer, which may then be some 10-20 per-
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Fig. 14 Correlation of triangular duct, outward flow, leading side data 

cent below the zero speed equivalents. Trailing side heat 
transfer is usually higher than that on the leading side due to 
the secondary flows. Increases in rotational speed cause an in­
crease in the mean Nusselt number, again due to a strengthen­
ing of the secondary flows. 

3 Original correlations by Morris (1981) and Morris and 
Ayhan (1979, 1982), equations (1) and (2), are shown to be 
valid for the configurations tested to date. This is true only 
when applied to the leading sides of the ducts tested. When the 
flow is radially outward, trailing side heat transfer is under-
predicted by some 15 percent by equation (1), while for radial 
inflow equation (2) overpredicts trailing side heat transfer by 
around 10 percent. In view of the good agreement of equa­
tions (1) and (2) in correlating data for the tested configura­
tions, it is recommended that these correlations be used at the 
preliminary stages in the design of turbine rotor blade cooling 
passages for the evaluation of leading side heat transfer 
coefficients. 
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Fig. 15 Correlation of circular duct, outward flow, leading side data 
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Fig. 16 Correlation of circular duct, outward flow, trailing side data 
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Time-Averaged Heat-Flux 
Distributions and Comparison With 
Prediction for the Teledyne 702 
HP Turbine Stage 
Time-averaged heat-flux distributions are reported for the vane and blade of the 
Teledyne CAE 702 HP full-stage rotating turbine. A shock tube is used as a short-
duration source of heated air to which the turbine is subjected and thin-film gages 
are used to obtain the heat-flux measurements. The thin-film gages were concen­
trated on the midspan region from the leading edge to near the trailing edge. The 
blade contained two contoured inserts wtih gages spaced very close together so that 
the leading edge distribution could be resolved. The NGV and blade results are com­
pared with predictions obtained using a flat-plate technique, an eddy-diffusing 
model (STAN 5), and a k-e model. The results of the comparison between data and 
prediction suggest that: (a) first, the vane data are bounded by the turbulent flat 
plate and the fully turbulent STAN 5 prediction. For the vane, the k-e prediction is 
in relatively good agreement with the STAN 5 prediction and (b) secondly, the 
blade data are acceptably predicted by the k-e prediction on both the pressure and 
the suction surfaces. The STAN 5 fully turbulent calculation for the blade falls 
above the data (essentially in agreement with the turbulent flat-plate calculation) 
and the STAN 5 fully laminar falls substantially below the data. With the exception 
of the pressure loadings and the geometry, the code inputs used for these predictions 
were identical to those previously used to predict the Garrett TFE 731-2 HP turbine 
and the Garrett LARTHP turbine. 

Introduction 
The results described in this paper represent the initial step 

in an investigation designed to determine the interaction be­
tween the vane and the blade and to test the utility of predic­
tive codes against the data that are obtained. The overall pro­
gram is structured so that time-averaged, time-resolved, and 
phase-averaged data have been obtained. However, this paper 
will be confined to a discussion of the time-averaged results 
and their comparison with predictions. The turbine stage has 
been constructed so that the spacing between the vane and 
rotor can be set at any desired value. The data reported here 
were all obtained for a spacing of approximately 19 percent of 
vane axial chord. Measurements are currently ongoing for a 
spacing on the order of 50 percent. 

The turbine stage tested is that of the Teledyne J402-CA-702 
turbojet engine. The turbine stage of this engine is a highly 
loaded, moderately high reaction, state-of-the-art design. The 
corrected speed is 19,510 rpm, corrected weight flow is 3.92 
lb/sec and the overall total-to-total pressure ratio is 3.62. 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 10, 1987. Paper No. 
87-GT-120. 

There are 23 vanes that are convectively cooled with a 
pressure-side trailing edge discharge. There are 35 blades that 
are uncooled and are highly tapered, highly cambered, and 
have elliptical leading edges. This turbine was ideal for the 
research reported here because it is a state-of-the-art turbine 
stage. 

The experimental technique utilizes the short-duration 
shock-tunnel approach for which a shock tube is used to 
generate a short-duration source of heated and pressurized air 
which is eventually directed into the turbine stage. Fast-
response, thin-film thermometers are used to measure the sur­
face temperature histories at prescribed positions on the vane 
or blade. Heat-flux values are then calculated from these 
temperature histories in a manner previously described [1,2]. 
With this experimental technique, one can simultaneously 
duplicate the turbine design point flow function, the corrected 
speed, the stage pressure ratio (static and total), the stage total 
temperature ratio, and the wall-to-total-temperature ratio. 
The design point duplication was verified for this measure­
ment program by measuring: (a) the rotor speed, (b) the total 
pressure in the flow stream entering the nozzle guide vane, (c) 
the total pressure in the flow stream exiting the rotor, (d) the 
surface pressure upstream of the NGV and downstream of the 
rotor, and (e) the total temperature in the flow stream ahead 
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• Fig. 2 Photograph of vane suction surface instrumentation

2 is a photograph of the vane suction surface heat-flux in­
strumentation. The vanes were hollow and discrete hole injec­
tion was to be used at a later date. Therefore, in order to per­
form heat-flux measurements on the vanes, it was necessary to
install the heat-flux gage within the vane wall and to route the
lead wires in channels burned into the vane surface. These
channels were then filled with epoxy and polished smooth with
the surface as illustrated on Fig. 2. The orientation of the thin
film heat-flux elements (0.004 in. wide by 0.020 in. long) was
with the length normal to the axial direction. On both the suc­
tion and pressure surfaces, the button gages were placed on
the order of 0.150 in. to 0.200 in. apart. A leading edge insert
was not used on the vane.

Figures 3 and 4 are photographs of the button-type gage in­
strumentation on the blade suction and pressure surfaces,
respectively. For each of these surfaces, the gage nearest the
leading edge coincides wtih a particular location on one of the
leading edge inserts to be described below. At about midchord
and at about 90 percent chord, additional gages were placed at
about 40 and 60 percent span, thus providing two locations on
each blade surface for which data were obtained at 50 ± 10
percent span.

Experimental Apparatus

The experimental apparatus, sketched in Fig. 1, consists of
a 0.20-m (8-in.) Ld. helium-driven shock tube with a I2.2-m
(40-ft) long driver tube and a I5.2-m (50-ft) long driven tube,
as a short-duration source of heated air, supplying the test sec­
tion device located near the exit of the primary shock-tunnel
nozzle. The receiver tank is initially evacuated to a pressure of
approximately 1 torr in order to minimize the initial resistance
of the turbine wheel and to improve the flow establishment
characteristics of the model. The test section device housing
the turbine stage consists of a forward transition section with a
circular opening facing the supersonic primary nozzle flow.
This transition section is followed by a 360 deg annular
passage containing the NOV row, the rotor, and an exit
passage. A contoured nozzle is located at the end of the exit
passage and is used to establish the pressure and temperature
ratio across the turbine stage. Several iterations on this nozzle
area were required before the desired stage pressure and
temperature ratios were achieved. The forward bullet nose
houses a 100-channel slip ring unit and the aft bullet nose
houses an air-driven motor that is used to accelerate the tur­
bine from rest to the desired speed just prior to initiation of
the experiment and prior to the arrival of the test-gas flow.

The heat-flux gage instrumentation used in this program
consisted of button-type gages on the vane and a combination
of button-type and contoured-insert type on the blade as
described in [3]. The heat-flux instrumentation was concen­
trated on the meanline, but a few selected measurements were
obtained at other blade locations, as will be illustrated. Figure

Fig. 1 Schematic of experimental apparatus and wave diagram

of the NOV and downstream of the rotor. The operating point
was established using a trial and error procedure, which in­
volved changing the flow control nozzle to be described later.

The balance of the paper provides a brief summary of the
experimental apparatus, the experimental condition, a discus­
sion of the experimental results, and a comparison of these
results with predictive techniques.

---- Nomenclature

A
Flow

function
H o

Hw(T)
N corr

N phy
geT)

NOV inlet area

WVO/o
total enthalpy
wall enthalpy
corrected rotor speed
NphylVO
physical rotor speed
heat flux corrected for St

variable thermal proper­
ties of the Pyrex
substrate
cold-wall heat flux
distance measured along
surface
distance measured along
surface from leading
edge to trailing edge
Stanton number

o
(}

initial wall temperature
local temperature of
thin-film gage evaluated
as a function of time
total temperature
weight flow through
turbine
Pt.in/I4.696
To/5I8R
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Fig. 3 Photograph of blade suction surface button gages

Fig. 5 Photograph of blade suction surface leading edge insert

Table 1 Test conditions and parameters

Reflected-shock Pressure 7.1+3 x 10 3 kPa 1078 psia
Re Eiected-shock TeiTIperature 56l oK l010 oR
NGV Inlet Tot.,1 Temperature 561 oK 1010 oR
NG V Inlet Total Pressure 6.67 x l02 kPa 96.7 5 psia
NGV Inlet Static Pressure 6.60 x 102 kPa 95.73 psia
Area on which Stanton
Num ber Is based 2.~2 x 10-1 m 2 0:26 ft2
Approximate Weight Flow Rate 8.61 kg/s 18.95 11/5
Physical Rotor Speed 27,000 qm
Watl Temperature 29~ OK 530 OR
Rotor Exit Total Pressure 2.l5 x 102 kPa 31.2~ psia
Rotor Ex! t Static Pressure 1.60 x 102 kPa 23.19 psia
Assumed Free Stream Turbulence, NGV 5%
Assumed Free Stream Turbulence, Blade 5%

Fig. 4 Photograph of blade pressure surface button gages

po) AVG =- 96.75 psia

P,) = 95.73 psia ..
AVG .,

//-ps) AVG == 46.96 psia

Fig.ure 5 is a photograph of one of the two blade leading
edge mserts. The gage distribution on the inserts was selected
so t~at one insert provided a dense pack on one surface (a
~pacmg on the order of 1.0 mm or 0.040 in.) and a wider spac­
mg on the other surface. The second insert will have the dense­
pack side on the opposite surface of the first insert. Each of
these inserts was contoured to the blade leading edge profile
prior to painting the thin-film gages. As can be seen from the
photograph, the blade surface in the immediate vicinity of the
insert is also polished by this process. The particular insert
sh~wn i~ Fig. 5 contains one gage at the geometric stagnation
pomt, eIght gages on the suction surface, and three on the
pressure surface.

Experimental Conditions

Table 1 gives the experimental conditions and measured
parameters for the results presented here. The results
presented in this table represent the average of the values ob-

Journal of Turbomachinery

Fig. 6 Sketch of stage configuration and time·averaged pressures

tained for many separate experimental runs. Figure 6 is a
sketch of the stage configuration illustrating several of the
measured parameters of interest.

The total pressure and total temperature profile across the
flow channel (hub to tip) were measured upstream of the NGV
entrance and just downsteam of the rotor exit. These profiles
were obtained at a single circumferential location in the chan­
nel. These measurements were taken in order to determine the
approximate operating condition. They were not taken with
the intent to determine turbine efficiency. The upstream
probes were aligned with the turbine axis while the exit probes
were located 15 deg off axis at the predicted average flow exit
angle.

The rotor exit flow angle changes from hub to tip, but no at­
tempt was made to align the probes with the flow angle across
the channel. The probe used to obtain these temperature

JANUARY 1988, Vol. 110153
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Fig. 7 Total temperature measurement upstream and downstream of Fig. 8 Total pressure measurements upstream and downstream of 
stage stage 

values consists of a O.OOl-in.-dia chromel-alumel butt-welded 
thermocouple housed in a 0.050-in.-dia sheath as described in 
[3]. The pressure measurements were obtained using a 
0.060-in.-dia hypodermic tubing approximately 1 in. long and 
beveled at the inlet leading to piezoelectric pressure 
transducer. The bevel angle was designed to provide flow 
angle insensitivity up to ± 10 deg. Both near the tip and near 
the hub the allowable 10 deg of flow variation was exceeded. 
The pressure rake was calibrated when completely assembled 
by subjecting each probe to several different, but known, 
pressures. Figures 7 and 8 are plots of the total temperature 
measurements across the flow channel upstream of the NGV 
and downstream of the rotor. The temperatures have been 
normalized by the maximum temperature recorded at the par­
ticular rake location. 

Figure 7 illustrates the total temperature distribution across 
the entrance and exit flow channel from hub to tip. Six 
measurements were obtained across the channel which 
measured approximately 1.5-in. The circle represents the 
average value and the bars the standard deviation. Ahead of 
the NGV inlet the total temperature profile is relatively flat 
and nearly equal to 1.0. Downstream of the rotor, the 
temperature was highest near the hub and continually de­
creased as the tip was approached. This exit temperature pro­
file reflects work extraction, the influence of boundary layer 
and tip vortex interactions, and/or possible flow separation 
on the suction side near the hub. 

Figure 8 is a corresponding plot of the total pressure profile 
across the flow channel obtained upstream of the NGV en­
trance and downstream of the rotor. Once again, the circle 
represents the average value and the bar the standard devia­
tion. The upstream rake was aligned with the model axis. The 
resulting pressure profile is relatively uniform with the max­
imum values occurring at the outermost probe locations. The 
downstream rake was again set for an exit swirl angle of 15 
deg, which is consistent with the anticipated value near 
midspan. The downstream profile was also relatively uniform 
with the maximum value occurring near midspan. The average 
value of total pressure ahead of the NGV divided by the 
average value of total pressure downstream of the rotor was 
used to set the operating point. As noted above, this pressure 
ratio could be changed by altering" the exit nozzle area. 

Experimental Results 

The Stanton number used here is based on conditions at the 
NGV inlet and was evaluated using the relationship 

^>t[n |Pt — 
q{T) 

{W/A)(H0-HW(T)) ( 1 ) 

In equation (1), H0 is the real gas enthalpy determined from 
[4], q{T) is the heat flux evaluated for each gage accounting 
for the variable thermal properties of the substrate, Hw (7") is 
the real-gas wall enthalpy evaluated for each gage at the wall 
temperature corresponding to q (T), W is the turbine weight 
flow, Tis the gage temperature evaluated as a function of time 
at the sampling frequency, and A is the cross-sectional area at 
the NGV inlet. The Stanton number defined in equation (1) 
can be shown to be equivalent to the cold-wall Stanton 
number. Thus, the cold-wall heat flux q(T„) can be 
calculated from the results presented herein by multiplying the 
Stanton number by (W/A) (H0-HW(TW)). The mean and 
the standard deviation of the Stanton number have been com­
puted for each heat-flux gage using the expression 

1 
Stmean

= », LJ (St); 

r 1 " "I ( 

andard =
 N Lj ( ^ i ~~ S t m e a n ) 

:vTation ^V 7=1 
"-^standard 

deviation 

(2) 

(3) 

On all the data plots presented here, the symbol will represent 
the mean value of the Stanton number given by equation (2) 
and the bar will represent ± one standard deviation as given 
by equation (3). If the bar does not appear along with the sym­
bol, then the standard deviation falls within the symbol unless 
otherwise noted. 

NGV Measurements and Predictions 

Figures 9 and 10 present the measured Stanton number 
distributions for the vane and blade, respectively. The turbine 
aspect ratio is about one and the vane leading edge radius of 
curvature is on the order of 0.14 in. The rotor diameter is on 
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Fig. 9 Stanton number distribution for Teledyne 702 NGV midspan 

the order of 9.6 in., the blade leading edge can be approx­
imated by a minor ellipse with a minor diameter of 0.08 in., 
and the tip clearance at 27,000 rpm was approximately 0.015 
in. 

The vane did not have a leading edge insert so the measure­
ment nearest the geometric stagnation point was at about 2.5 
percent wetted distance on the suction side. The value at the 
first measuring station on the suction surface was about the 
same as measured at 8 percent on the pressure surface. By 9 
percent wetted distance, the suction surface Stanton number 
has increased by a factor of two. The region between 2.5 and 9 
percent wetted distance corresponds to a decreasing surface 
pressure region in Fig. 11. Between 9 percent and the peak 
Stanton number at 27 percent, the local pressure continued to 
decrease finally reaching a minimum at 80 percent wetted 
distance. The pressure side pressure distribution is relatively 
flat between 8 and 40 percent, then decreases rapidly to reach 
the trailing edge value. The pressure surface Stanton number 
peaks at about 65 percent wetted distance and remains near 
that value for the balance of the surface. 

The stage Stanton number predictions described here were 
performed using the pressure loading given in Fig. 11. These 
results were calculated using a series of aerodynamic computer 
codes. First, the velocity triangles were determined using the 
Flagg code [5] where throat areas, efficiencies, and overall 
total-to-total pressure ratio are specified based on turbine 
design and measured performance data. Pressure loading was 
calculated for the airfoils near the stagnation point using the 
PANEL code [6] and away from the stagnation point using the 
three-dimensional Denton code [7]. The data were faired in by 
hand between the two solutions. The Denton code employed 
in these calculations is a new version where flow rate can be in­
put and a reasonable match with the velocity triangles from 
the Flagg code was achieved. 

The calculated pressure loading data for both the vane and 
blade are shown in Fig. 11. The upper portion of this figure is 
the vane surface pressure normalized by the absolute total 
pressure at the vane inlet as a function of wetted distance. The 
lower portion of Fig. 11 is the blade surface pressure normal­
ized by the blade relative total pressure as a function of wetted 
distance. Experimentally determined surface pressure 
measurements are not available for comparison with these 
predictions. However, miniature Kulite wafer pressure gages 
are currently being installed in the blades and data will be 
available in the near future. 

The vane heat-flux calculations utilized the absolute total 
pressure, the known geometry, and the pressure distributions 
given in Fig. 11. The blade heat-flux calculations utilized the 
relative total temperature, the known geometry, and the 
pressure distribution given in Fig. 11. The specific techniques 
used were the standard flat plate, a modified version of STAN 

Fig. 10 Stanton number distribution for Teledyne 702 blade 

1.0 

0.8 

Z0 .6 

a. 

> 0 . 4 

0.2 

0 

_ 

- PRESSURE 

SUCTION 

I I 1 

\ \ \ \ 

VANE 

PT)| rJ = 96.8psia 

1 1 

WETTED DISTANCE, S/ST 

Fig. 11 Surface pressure distribution for vane and blade relative to in­
let total pressure 

5 [8], and version of the kinetic-energy-dissipation (k-e) model 
[9] of the turbulence. The version of STAN 5 used in these 
calculations is a modification of that due to Gaugler [9]. One 
of these modifications allowed the initial conditions to be 
given by the solution for a compressible laminar boundary 
layer on the stagnation line of a cylinder. The STAN 5 calcula­
tion does not account for the influence of free-stream tur­
bulence. It is desirable that in the model the location of transi­
tion be dependent on the free-stream turbulence level. In prin­
ciple, the two-equation model of turbulence can accommodate 
these effects. Free-stream turbulence is incorporated in the 
two-equation model as a boundary condition at the boundary 
layer edge and a low Reynolds number model simulates transi­
tion which is sensitive to the free-stream turbulence level. The 
particular k-e model used to obtain the predictions described 
here is discussed in [8]. Results obtained using these predictive 
techniques for two other (Garrett TFE 731-2 and Garrett 
LART) turbines were previously [8] reported. The only 
changes made to the code input parameters to obtain the 
predictions reported here were the pressure loadings and the 
Teledyne turbine geometry. The assumed turbulence intensity 
for the k-e calculation at the inlet to the vane and also to the 
blade row was 5 percent. 

The NGV predictions are presented in Fig. 9 and are com­
pared with the experimental data. The turbulent boundary 
layer flat-plate prediction generally overpredicts the data with 
the exception of the initial portion of the suction surface. The 
STAN 5 and the k-e results are consistent with each other on 
both the pressure and suction surfaces. For the early portion 
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of the suction surface (up to 30 percent wetted distance) these 
predictions are significantly below the data. However, beyond 
30 percent, the agreement is reasonably good, being within 10 
to 15 percent of the data. The laminar boundary-layer predic­
tion is reasonably close to the data up to about 3 percent wet­
ted distance, but then falls off very rapidly and is far below the 
data. It appears that there may have been a short period of 
laminar flow on the suction surface, but transition occurred 
prior to 9 percent of wetted distance. The rapid increase in 
heat transfer on the suction surface is transition related and 
not due to local separation because the vane leading edge is 
relatively blunt and the inlet Mach number is sufficiently low 
that separation is unlikely. 

On the pressure surface of the vane, the general shape of the 
STAN 5 and k-e predictions is consistent with the data, but 
the values are about 35 percent low. On the other hand, the 
turbulent flat-plate prediction is on the order of 25 percent 
higher than the data. The laminar boundary-layer prediction 
quickly falls far below the data suggesting that the pressure 
surface boundary layer was turbulent. 

Figure 10 presents the Stanton number distributions for the 
blade and a comparison with turbulent flat plate, STAN 5, 
and k-e predictions. The pressure distributions used to per­
form these calculations are given in Fig. 11. Note that on the 
suction surface the calculated pressure decreases very rapidly 
up to about 3 percent wetted distance, then rises reaching a 
maximum of 0.71 at 20 percent wetted distance followed by a 
minimum of 0.50 at 70 percent wetted distance. Beyond 70 
percent, the ratio increases to nearly the pressure surface value 
at the trailing edge. On the pressure surface, the pressure 
decreases slowly to 70 percent wetted distance then decreases 
rapidly reaching a minimum at the trailing edge. 

The blade pressure data in Fig. 11 are plotted relative to the 
calculated stagnation point from the PANEL code. The 
stagnation point was 0.12 cm (0.049 in.) around on the 
pressure side from the geometric stagnation point. This 
positive incidence on the blade leading edge satisfies the 
assumed flow conditions but led to an apparent flow separa­
tion at 3 percent wetted distance on the suction side. 

The calculated heat transfer data for the blade, as shown in 
Fig. 10, reach a peak at about 3 percent from the geometric 
stagnation point on the pressure side because the calculated 
stagnation point is located there. It is not known where the 
maximum measured heat transfer occurs because the first two 
heat flux gages on the pressure side insert were lost. This was 
not a concern for the vane because the calculated stagnation 
point was close to the geometric stagnation point. The STAN 
5 calculation was performed for the blade assuming a fully 
turbulent boundary layer and a fully laminar boundary layer. 
On the suction surface, the turbulent STAN 5 significantly 
overpredicts the data beyond 5 percent wetted distance and the 
laminar prediction is well below the data beyond 2 percent 
wetted distance. At about 6 percent on the suction surface, the 
STAN 5 calculation wanted to separate. However, the ex­
perimental data show no indication of a separated region. This 
would indicate that the calculated pressure loading data are in­
correct in this region and the blade incidence is not as positive 
as calculated. Planned blade surface pressure measurements 
should resolve this discrepancy. The turbulent flat-plate 
technique gives results that are essentially in agreement with 
the STAN 5 prediction. The k-e prediction is a reasonable ap­
proximation to the data, being generally within 20 percent. On 
the pressure surface both the turbulent STAN 5 and the k-e 
prediction are near the data with the k-e being a closer predic­
tion in both shape and magnitude than the STAN 5 turbulent. 
Once again, the turbulent flat-plate prediction is in essential 
agreement with the fully turbulent STAN 5. The STAN 5 
laminar boundary layer prediction fell far below the data on 
the pressure surface. 

Also presented on Fig. 10 are the blade data obtained at 40 
and 60 percent of span. These measurements were obtained 
only at wetted distances of 50 and 90 percent. The pressure 
surface off-midspan data were generally in agreement with the 
midspan suggesting that the heat flux was relatively uniform 
over that surface between 40 and 60 percent span. However, 
the data point on the suction surface at about 50 percent wet­
ted distance indicates that there may have been some local 
separation on the suction surface near the hub as suggested 
earlier during the discussion of the rotor exit total temperature 
profile. 

The general characteristics of the agreement described here 
for the Teledyne turbine are consistent with those reported in 
[8] for the Garrett TFE-731 HP turbine vane and blade and 
the Garrettt LART rotor blade [8, 10]. The LART vane com­
parison was not good, which was very different from the 
agreement found both here and for the TFE-731 vane. 

Conclusions 

Detailed measurements of local heat flux on the Teledyne 
702 HP vane and blade have been obtained at known flow 
conditions. A comparison has been presented between the ex­
perimental results and STAN 5 and k-e predictions. It is 
demonstrated that the same STAN 5 and k-e formulation used 
to predict the Garrett TFE 731-2 HP and the LART heat-flux 
distributions performed reasonably well for the Teledyne tur­
bine stage. 
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Film Cooling and Heat Transfer in 
Nozzles 
In this paper experimental and theoretical investigations on heat transfer and cool­
ing film stability in a convergent-divergent nozzle are presented. Compressed air is 
injected into hot air in the inlet region of the nozzle and the influence of the strong 
favorable pressure gradient in the nozzle on turbulent heat transfer and mixing is ex­
amined. The experiments cover measurements of wall pressures, wall temperature, 
and wall heat flux. Calculations with parabolic finite difference boundary layer code 
have been performed using a well-known k-e-turbulence model with an extension 
paying regard to acceleration. As a result the calculated wall heat flux is compared 
with the measured heat flux. 

Introduction 
Some authors have already worked on heat transfer in 

nozzles (e.g., Back et al., 1964, 1970, 1972; Boldmar et al., 
1967, 1972; Winkler and Grigull, 1977; Bauer et al., 1977, 
1978) and an increasing number of investigations has been 
undertaken on heat transfer in accelerated compressible flow 
(e.g., Kays et al., 1970; Blair, 1982; Wang et al., 1985; Rued 
and Wittig, 1985). 

Much fundamental research has been done considering the 
injection geometry and the stability of cooling films. Many 
publications have dealt with the comparison of adiabatic and 
isothermic wall experiments trying to generalize the results 
using scaling laws (Jones and Forth, 1986) and trying to 
generalize the results using dimensionless variables based on 
recovery temperatures (Ligrani and Camci, 1985) and giving 
density ratio and variable property corrections in the case of 
compressible flow. 

Only a few authors have examined the influence of 
mainstream pressure gradients on heat transfer to film-cooled 
surfaces (Hay et al., 1985). Heat transfer to a film-cooled noz­
zle wall is as much influenced by the strong favorable pressure 
gradient as by large density ratio. Furthermore the recovery 
temperature of both the hot gas and the coolant are submitted 
to substantial changes in the stream wise direction. Therefore a 
presentation of our test results in nondimensional form would 
not allow for generalization. 

In order to generalize results, it is important to test and im­
prove existing computer codes in comparison with experimen­
tal data. The work on comparison of finite difference codes 
for prediction of heat transfer to film-cooled surfaces 
(Crawford, 1986) is still continuing. In the present investiga­
tion we compare calculations with a low Reynolds number k-e 
model (Lam and Bremhorst, 1981) modified for accelerated 
flows to our experiments. 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 10, 1987. Paper No. 
87-GT-117. 

Experiments 
Experimental Setup. The experimental investigations have 

been performed in the wind tunnel of our institute. Com­
pressed air is used both as hot medium and as coolant. The hot 
air is compressed in a two-stage radial compressor to a max­
imum stagnation pressure of 0.28 MPa and a maximum 
stagnation temperature of 485 K. The hot air passes a mixer, a 
straightener, and a transition pipe, where the cross section is 
changed from a round to a rectangular one of nearly the same 
area before it enters the test section with 2.8 kg/s maximum 
mass flow rate. 

The cooling air is compressed in a smaller two-stage com­
pressor with intermediate heat exchanger. It enters the test sec­
tion with a stagnation temperature of approximately 305 K 
and a maximum mass flow rate of 0.25 kg/s. The whole ap­
paratus is driven in steady state. 

Test Section. The test section is an asymmetric rectangular 
water-cooled CD nozzle (Fig. 1), which is designed for a nor­
mal shock at its exit in the maximum loading case of the com­
pressor allowing a maximum outlet Mach number of 2.25. The 
geometry of the rectangular test section in the x, y plane is 
shown in Fig. 1. The depth normal to Fig. 1 is 99 mm (Fig. 3) 
avoiding serious three-dimensional effects. The rectangular 30 
deg-15 deg semiangle convergent-divergent nozzle is con­
structed with a plane and a contoured wall. Thus it is possible 
to examine the influence of the favorable pressure gradient in 
the absence of effects of wall curvature. 

The nozzle was built up with 35 separately water-cooled 
segments (Fig. 3) of copper on each of the two side walls to 
allow very accurate measurements of the heat flux from the air 
to the nozzle walls. By adjusting the cooling water flow rate 
for each segment it is possible to establish a defined thermal 
boundary condition. The segments are well insulated from 
each other by air and a thin stainless steel tube at the nozzle 
surface. The gas side nozzle walls have been chrome plated in 
order to avoid oxidation and to reduce thermal radiation. The 
average surface roughness has been determined as 7.3 ±1.3 
/xm. 

The mass flux ratio in the case of the film cooling ex­
periments is defined by varying the hot air mass flow and the 
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cooling air mass flow for different slot heights for the cooling 
film. The inlet region of the nozzle with inlet geometry is 
shown in Fig. 2. 

Measurement Techniques. The experimental investigation 
covers measurements of wall temperature, wall heat flux, wall 
pressures, stagnation pressure and temperature and 
measurements of the mass flow rates. Wall temperature and 
wall heat flux were measured with the heat flux meters as 
shown in Fig. 2 using two thermocouples installed in the cop­
per segments. Under steady-state conditions the wall heat flux 
and the wall temperature are calculated from the one-
dimensional heat conduction equation. Two-dimensional 
finite element calculations for the copper segments have 
proved the high accuracy of this simple method. The ther­
mocouples are connected to a scanner and a digital voltmeter. 

The wall pressures are taken from the small steel tubes be­
tween the copper segments and transferred to a Scanivalve 
pressure scanning system. Total pressures and total 
temperatures are taken from combined probes. 

The mass flow rate of the hot air is calculated from one-
dimensional gas dynamics relations in the absence of a cooling 
film. The mass flow rate of the cold air is measured with a 
standard orifice. The inlet velocities are calculated from the 
inlet geometry (Figs. 2 and 3). An HP 1000 Minicomputer was 
used to acquire the data from the pressure scanning system 
and the digital voltmeter during the test run, allowing im­
mediate evaluation of the mass flow rates and the distribution 
of pressure, wall temperature, and wall heat flux. By using the 
computer for continuously evaluating the wall temperature 
and the wall heat flux during scanning, it was possible to 
establish isothermal wall conditions by manually adjusting the 
cooling water control in an acceptable time. 

Calculations 

Mean Flow Equations. The mean flow equations have 

been derived from the conservation equations using Favre 
mass-averaged decomposition, thus keeping the correlation 
terms arising from density fluctuations to a minimum and 
maintaining almost the same forms as the equations written 
for incompressible flows (Favre, 1965, 1975; Vandrome and 
Minh, 1984). Additional density fluctuation correlations re­
main unmodeled in this presentation; they are omitted fight 
from the very beginning. The equations are given in general 
coordinates for stationary conditions. The mathematical nota­
tions for operators and operations in general coordinates is 
defined in (Klingbeil, 1966). 

Continuity equation 

div (pw) = 0 (1) 

Momentum equations 

Div (pww) = - grad p + Divf + Div( - pw^w*) (2) 

Total enthalpy equation 

div(pw/f) =div(Xgrad f ) +div(7^w) + d i v ( - p w ^ ' ) (3) 

(4) 

(5) 

Assuming an ideal gas, the connection between the variables is 
given by the ideal gas law 

(6) 

(7) 

p = pRT 

and the equation of state for the enthalpy 

dh = cpdT 

Turbulent Transport. Neglecting turbulent diffusive 

' M ' 1 ' 2 ' 

/u>/l> fl 

N o m e n c l a t u r e 

C3 = 
A = 
f = 

H = 
h = 
I = 
k = 
K = 

/ = 
m = 
P = 

Pr, = 
R = 

Refr = 
Re, = 
Re, = 

5 = 
T = 
u = 

"r = 
, w" = 

w 
x, y, z 

x 
y 

specific heat at constant pressure 
turbulence model constants 
turbulence model wall functions 
wall function = min (J?,/3.72 Rk, 1.) 
total enthalpy 
specific enthalpy 
unity tensor 
turbulent kinetic energy 
acceleration 
parameter = - (ft/p2«2„) (dp/dx) 
turbulent mixing length 
mass flow 
pressure 
turbulent Prandtl number = ixtcp A , 
gas constant 
turbulence Reynolds number = k2p/e[i 
turbulence Reynolds number = tfcyp/fi 
turbulence Reynolds number = VAr/p/ju 
slot height 
temperature 
mean velocity in streamwise direction 
friction velocity = (n„/pw) (du/dy) 
fluctuating velocities in x, y, z 
directions 
velocity vector in general coordinates 
quasi-orthogonal streamwise 
coordinates 
streamwise direction; distance from slot 
cross-stream coordinate; distance from 
wall 

coordinate parallel to the wall 
distance from turbulence grid 
stream tube width 
dimensionless streamwise 
step = AxuT(p„/liw) 
dimensionless wall 
distance=yuT (pw/>w) 
boundary layer thickness 
turbulent dissipation rate = ( l /p) 
r':Grad w" 
thermal conductivity 
dynamic viscosity 
kinematic viscosity = p./p 
density 

a£ = turbulent diffusion Prandtl number for 
turbulent dissipation rate 

T = shear stress 
T = stress tensor 

= n {Grad w + (Grad w) T - (2/3) div 
(w)I) 

Subscripts and Superscripts 

= denotes time-averaged value 
= denotes mass-averaged mean value 

" = denotes fluctuating part of variable 
denotes stagnation condition 
coolant 
wall 

= free stream 
= recovery condition 
= turbulent 

z = 
x, = 

Ay = 
Ax+ = 

8 = 
e = 

X = 
fi = 
v = 
P = 

0 
c 
w 
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Fig. 1 Test section 

transport in the streamwise direction, the reduced boundary 
layer equations contain only two important terms: —pu'v" 
and - pPTi". The turbulent stress - ptPlT in the momen­
tum equation and the turbulent total enthalpy flux -pxFn" 
in the total enthalpy equation are modeled using the eddy 
viscosity concept 

du 
(8) 

and after rearranging 

- piPTf" = - piFfi*'- upxFv^- pv^V (9) 

The eddy diffusivity concept for the turbulent heat flux is 

df A, dh 
-pv"h"=\t 

dy cp dy 

and for the flux of turbulent kinetic energy it is 

-^Vi dk 

— p v k =ii, dy 

(10) 

(11) 

static 
pressure tube 

thermocouples 

Fig. 2 Inlet geometry 

copper static 
pressure tube 

esy 
* 

ZZZZZZZZZ2 
flow cross 
section 

3lT "^ static 
pressure hole 

2ZZ22SZZZZZZZ3 
\ rubber 

sealing 

thermocouples 

The equation for the total enthalpy flux may now be written 

cooling 
water 

Fig. 3 Sectional view; copper segment 

where Pr, is a turbulent Prandtl number relating the turbulent 
conductivity X, to the turbulent viscosity /*,. The turbulent 
viscosity fi, is assumed to be proportional to a turbulence 
velocity scale and a turbulence length scale. Following the pro­
posal of Jones and Launder (1972) the turbulence viscosity 
may be obtained from 

-pv"H" = (*--£-)[• 
d(u2/2) dk 

dy dy 
(12) r f - kl 

(13) 
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where e is the turbulent dissipation rate; CM is a constant and 
f„ is a function introduced to account for viscous effects in the 
near wall region. 

The k-e Model. The transport equations for k and e 
originally derived from the momentum equations are given in 
modeled form (Jones and Launder, 1972; Lam and 
Bremhorst, 1981). Although the e equation can be derived 
with the assumption v, = p,t/p = const, it has beeen widely used 
for variable property flows (Hein et al. 1980; Vandromme and 
Minh, 1984; Rodi and Scheurer, 1985). 

Turbulent energy equation 

div (pvik) = div((/t + /x,) grad k)+Pk~pe 

Pk = — pw"w": Gradw 

P6 = T": Gradw" 

Turbulent dissipation rate equation 

div(pwe) = d i v ( ( p . A '—) grade J 

(14) 

(15) 

(16) 

+<v, •C2f2p-j- + Pe 

PC = -2T": (Gradw«Gradw" + Gradw"-Gradw) 

- 2r ": (w " • Grad (Grad w)} 

(17) 

(18) 

(19) 

The generation terms Pk and Pe are written in their original 
form first to give attention to effects of acceleration. For the 
production of turbulent energy in a boundary layer the use of 
streamline quasi-orthogonal coordinates leads to 

,—^y du s-^s du ,—-~y „ 
Pk=-pu"v" —^—Pu"u" -^—pv"v"uV\x (20) 

dy dx 

where Y\ is one of the Christoffel symbols arising from ten­
sor analysis and might be interpreted as a measure of stream 
tube growth; T2

21 = (l/Ay)(dAy/dx) ( r \ , is neglected; r \ , « 
0). 

Elimination of T2
2i using the equation of continuity yields 

/—« ' du /-^—-/ f- ' dii /~~^ dp 
Pk=-pU"v" (rftfp'-iiv'v')—-+v'v*u-f-

dy dx dx 

(21) 

which is consistent with Hanjalic and Launder (1980), Rodi 
and Scheurer (1983), and Back et al. (1964) except for the 
variable density term being important in the supersonic 
region. The first term of Pk is the most important one in a 
boundary layer and is obtained without additional modeling 
assumptions 

Concerning the remaining terms of Pk, it is better to retain the 
view of Pk being an exchange term between the energy of tur­
bulent motion and mean flow appearing with reverse sign in 
the equation of mechancialenergy oLthe mean flow. In the 
case of a boundary layer (M "u " >/v7!~Tr) in an accelerated flow 
(du/dx>0, dp/dx<0) the remaining terms of Pk are always 
negative, transferring turbulent kinetic energy to mechanical 
energy of the mean flow. 

The acceleration terms are an order of magnitude smaller 
than the production Pk but the small imbalance Pk — pe is in­
fluenced effectively. However, it would be hasty to rush to the 
conclusion that there is a decay of turbulent viscosity in an ac­
celerated flow leaving the turbulent dissipation rate uncon­
sidered. There is a quite similar behavior of the term P. in the 

dissipation rate equation and the ideal for modeling is already 
given by Hanjalic and Launder (1972). If the increase of the 
standard production of e in the low Reynolds number region 
(Kebede et al., 1985) is assumed to be already considered when 
introducing the / i function, and 

-2? ; 7Tw T ^Jrad7&a(rw) l (23) 

is neglected, as in the standard model (Lam and Bremhorst, 
1981), Pt reduces to the transfer term 

P=-2r": 

du" 

dx 

du" 

dy 

du" 

du 

dx 

div w 

du 

with 

dz dx 

div w = -
du 

~dx~ 

dv" 

dx 

dv" 

dv" 

~dz~ 

+ «r2„ 

• div w 

uT\x 

dw" du 

dx dx 

dw" __„ 

dy 21 

(24) 

(25) 

Since the transfer term contains components of 

du" dv" dw" 

pe = T ": Grad w " = T ' : 

dx 

du" 

dy 

du" 

dx 

dv" 

dy 

dv" 

dx 

dw" 

dy 

dw" 

(26) 

dz dz dz 

it seems reasonable to model the transfer term proportional to 
the dissipation rate and the acceleration of the flow. In the 
present calculations, we used the compressible analogy to the 
relation (Hanjalic and Launder, 1980; Rodi and Scheurer, 
1983) 

-Cif3T[lH«-«--WW)—-v'Vu—] (27) P.= -

although the dependence on u"u", v"v', and u(dp/dx) might 
be a subject for further discussion. 

The constants and wall functions in the turbulence model 
equations (13), (14), (17), (21), and (27) are taken from Lam 
and Bremhorst (1981) 

C M =0 .09 / ^ = ( l - e - < > . 0 1 6 5 R % ) 2 / ' l + ^ \ 

••1.3 

C, = 1.44 / i = I + i 

C2 = 1.92 f2 = i-e-**t 

k2p Vkyp 
R e J r = 

ep. p. 
R e , = -

(28) 

(29) 

(30) 

(31) 

(32) 

^Very little is k n o w n abou t the turbulence quantit ies u " u " and 
v"v' in accelerated flows appear ing in the transfer terms in 
the turbulent t ranspor t equat ions . In accordance with 
measurements in zero pressure, gradient flow, a turbulence 
structure coefficient for i P t T ^ was used with a fixed value 

u u = 1 (33) 

and v'lr was calculated from a standard relation (e.g., 
Ljuboja and Rodi, 1981; Gibson, 1978) with the additional 
assumption Pk » pe 
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v"v" / 1 - 0 . 2 5 / \ 
= 0.521 — ) 

k V 1 + 0.667/ / 
(34) 

1 + 0.667/ ' 

For the additional constant in the dissipation rate equation we 
used 

C3=4.44 / 3 = 1 

as originally given by Hanjalic and Launder (1980). 
For the turbulent Prandtl number the equation 

1 + 0 . 6 7 5 / 
Pr,=0.67 

1 + 0 . 5 / 
(1+0.167/) 

(35) 

(36) 

is used as developed by Ljuboja and Rodi (1981) from an 
analysis of the v"T" equation. In a boundary layer 

/= 
Re, £3/2 (-u'IPy 

1 (37) 
3.72ReA. 3.72ey OAUy OAly 

yields Pr, = 0.86 as used in most calculations. In the outer 
region /—0 leads to Pr, = 0.67, which is consistent with some 
measurements (Townsend, 1976). The equation for Pr, was 
used without modifications in the present calculations 
although other measurements (Fiedler, 1974; Chambers et al., 
1985) indicate that the turbulent Prandtl number in a tur­
bulent mixing layer should be even lower, e.g., Pr, — 0.5, call­
ing for a change of constants in the Pr, formula. 

Initial and Boundary Conditions 

Boundary Conditions. The wall pressures obtained from 
the experiments were used as a boundary condition for the 
calculations performed with the parabolic finite difference 
code. In the absence of curvature effects a cross-stream zero 
pressure gradient was assumed in the present calculations. The 
assumption of negligible curvature is also valid in the case of 
film cooling for velocity ratios less than 3 (Abramovich, 
1963). The measured wall temperatures were used as the ther­
mal boundary condition, and the calculated wall heat flux is 
compared with the measured heat flux. 

Velocity and kinetic energy were set to zero at the wall, and 
the dissipation rate of turbulent kinetic energy at the wall was 
calculated from the reduced turbulent kinetic energy equation 

-JL. ( d2k\ 
' o \dv2 ) 

(38) 

All variables were submitted to a vanishing cross-stream gra­
dient as a free-stream boundary condition. In the absence of 
cross-stream diffusive transport the mean flow equations 
reproduce the isentropic relation, and the turbulence transport 
equations automatically reduce to the decay equations 

u„4^=-e (39) 
dx 

de 

~dx~ 
= - C , (40) 

Initial Conditions. As initial velocity profiles, the profile 
for a zero pressure gradient boundary layer developed on the 
surface from the suction to the coolant entry (Fig. 2) was used 
for the hot gas, and a velocity profile for fully delevoped chan­
nel flow was used for the cooling film. The mass flux of the 
coolant and the free-stream velocity were obtained from the 
experiment. Since the slot was not removed in the absence of 
coolant injection, we assumed a slightly smaller initial bound­
ary layer thickness. In the near-wall regions the velocity pro­
files were determined by the law of the viscous sublayer. 

The temperature profiles were obtained from the general­
ized Crocco relation 

T=T„+(Tr-Tw) 

r = 0.88 

2c„ 
(41) 

(42) 

In the fully turbulent region the turbulent kinetic energy of the 
hot gas boundary layer is obtained from 

k = -
lc?P 

(43) 

with an additional wall damping correction. 
The turbulent mixing length is defined by the ramp function 

/=min(0.41j', nS), with X as defined by Crawford and Kays 
(1976). The turbulent dissipation rate is calculated from (Nor-
ris, 1975) 

-cv1/4^(1+^-) (44) 

A smooth distribution of all variables between fully turbulent 
region and free stream was obtained using the Wake function 

"vf)-'(>(-f),-»(-f)') <«> 
The free-stream value of the turbulent kinetic energy was ob­
tained from k„ = 3/2 7M2„M2„ with Tu„ = 1.5 percent from the 
experiments of Bauer et al. (1980) in the same test section. The 
free-stream dissipation rate of turbulent energy was calculated 
from the decay of grid turbulence 

Weft,*, 1 
e „ = #,=0.5 m (46) 

c2 - 1 x, 

The turbulent kinetic energy at the entry of the cooling film 
was fixed at 5 percent. 

Solution Procedure 

The mean flow equations for momentum and total enthalpy 
and the transport equations for turbulent energy and turbulent 
dissipation rate were solved on a streamline grid with a new 
computer code developed by the authors. The finite difference 
equations were obtained by integrating the differential equa­
tions over the grid defined control volume according to the 
Gaussian integration rule 

111 div vector dV= Li vector »n dS (47) 

where V= control volume; S=surface of control volume; 
n = unity vector normal to the surface. Thus conservation of 
convective and diffusive transport is guaranteed automatical­
ly. The usual co transformation (Patankar and Spalding, 1970; 
Crawford and Kays, 1976) is omitted for simplicity and more 
attention to the slowly varying region of the viscous sublayer. 

The finite difference equations are solved fully implicit in 
the streamwise direction without iteration and interpolation 
for the boundary conditions. 

In order to obtain grid-independent solutions a nonequidis-
tant grid with 100 nodes was established in the cross-stream 
direction with a constant spreading rate of 1.1 at the starting 
location. The first grid node away from the wall was at a 
distance of y+ =0.1 approximately constant during the whole 
calculation. A constant forward step Ax= 10~3 m was chosen 
in the present calculations, giving a nondimensional step size 
of 300<Ax+ < 1000. The results remained unchanged for 
smaller step size. The calculation time per forward step was 
0.025 s on a CDC Cyber 875 and the total computing time was 
20 s per run. 

The independence of the results from the calculation pro­
cedure has been examined in comparison with a modified ver-
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sion of the GENMIX computer code (Patankar and Spalding, 
1970). 

Results 
Heat transfer and film cooling have been studied for four 

different mainstream conditions. Mass flow, stagnation 
pressure, stagnation temperature, average entry velocity, and 
isothermal wall temperature for the heat transfer experiments 
are given in Table 1. 

The measured pressures along the flat side of the nozzle are 
shown in Fig. 4. The acceleration parameter K is of the order 
10~6 and a typical value at the throat is 0.3 x 10"6. The wall 
heat flux measurements are plotted in Fig. 5 in comparison 
with the results calculated with the finite difference code. 

In the case of film cooling, heat transfer results are shown 
for two mainsteam conditions in Figs. 7, 9, 11, and 13 for dif­
ferent coolant mass flow rates. The wall heat flux is plotted 
again in comparison with the finite difference calculations and 
the measured wall temperatures used as thermal boundary 
condition of the calculations are given in Figs. 6, 8, and 10, 
and 12. 

Injection mass flow, mass flow ratio, mass flux ratio, 
momentum flux ratio, injection velocity ratio, average injec­
tion velocity, injection temperature, and temperature ratio at 
the entry of the injected cold air are given in Tables 2-5. 

Conclusions 
Experiments and calculations on heat transfer and film 

cooling stability in a convergent-divergent nozzle are 
presented. 

Heat Transfer. The maximum wall heat flux is determined 
slightly upstream from the throat as indicated in earlier 
measurements. In contrast to many simple correlation 
methods finite difference calculations predict the location of 
the maximum very well, but most standard turbulence models 
(e.g., Crawford and Kays, 1976; Norris, 1975; Norris and 
Reynolds, 1975; Jones and Launder, 1972; Lam and 
Bremhorst, 1981; Chien, 1982) underpredict the wall heat flux 
by approximately 10 percent. The underprediction of heat 
transfer has also been observed by Crawford (1986) compar­
ing calculations with WR (Wilcox and Rubesin, 1980), JL 
(Jones and Launder, 1972) and CH (Chien, 1982) and two-
equation turbulence models with the favorable pressure gra­
dient experiments of (Julien et al., 1969; Theilbar et al., 1969). 
Kays et al. (1970) have used a zero-equation model very 
similar to the STAN5 zero-equation model (Crawford and 
Kays, 1976), but with a higher Karman constant (0.44) in com­
parison to their measurements of the heat transfer to a highly 
accelerated turbulent boundary layer. This modification also 
improves the agreement between calculation and our 
measurements. 

In the present investigation, we used a standard model (Lam 
and Bremhorst, 1981), but we retained the acceleration terms 
appearing in the turbulence transport equations and we used 
C3 =4.44 as originally given by Hanjalic and Launder (1980). 
If the turbulence structure is assumed to be similar to the 
structure of a fully turbulent zero pressure gradient boundary 
layer, the wall heat flux is predicted very well. 

Film Cooling. In the case of film cooling there is no in­
fluence of the throat on the cooling film stability. It should be 
pointed out that an injection mass flow ratio of only 
mc/m = 2.1 percent (Table 3) yielded a significant decrease in 
heat transfer as well in the subsonic as in the supersonic 
region. An approximate comparison of mass flow ratios for 
axisymmetric nozzles may be obtained with simple geometry 
relations. 

Table 1 Mainstream conditions 

Symbol 
m 

Po 
Tn 

u 
T 

0 
1.971 
190329 
447.4 
55.34 
309.5 

A 
2.221 
217227 
458.6 
56.02 
309.5 

• 
2.457 
242624 
467.8 
59.02 
318.0 

• 
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268616 
476.3 
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kg/s 
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Fig. A Wall pressure pw(x) along plane nozzle wall 

> 60. 
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x [m] • 

Fig. 5 Wall heat flux qw(x); ©, • , A , o measurements; 
finite difference calculation 

The calculated results are fairly good but not yet fully 
satisfactory for all injection rates. In contrast to the standard 
models predicting the wall heat flux again too small, the model 
with the additional acceleration terms overpredicts the heat 
transfer in the throat region for high injection rates. 

Turbulence Model. The calculations are very sensitive to 
the choice of the additional constant and C3 should be finally 
fixed from comparison of predictions with experiments for 
many different accelerated flow cases. Assumed the tur­
bulence structure is described well with equations (33) and 
(34), the overprediction of heat transfer for high injection 
rates indicates that the constant C3 =4.44 as originally given 
by Hanjalic and Launder (1980) might be too big. ^~^_y 

Since acceleration acts in a different way on u"u" and v" v" 
it might also be necessary to examine the structure of ac­
celerated boundary layers and mixing layers experimentally 
and to use a complete Reynolds^stress model. Additionally it 
will be necessary to develop ay" T" equation for accelerated 
flows and to prove the concept of a turbulent Prandtl number. 
Finally it is important to improve the standard models in com­
parison with experiments in zero pressure gradient, large den­
sity ratio boundary layers. 
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Table 2 Injection conditions for mainstream mass flow; 0m = 1.971 Table 3 Injection conditions for mainstream mass flow; Am = 2.221 
kg/s, slot height s = 5 x 1 0 ~ J m 

Symbol (figs.6,7) 
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Fig. 6 Wall temperature T„(x) along plane nozzle wall 
Fig. 8 Wall temperature Tw(x) along plane nozzle wall 
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Fig. 7 Wall heat flux qw(x); 0,X,Y,Z measurements; finite dif­
ference calculation 
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Fig. 9 Wall heat flux qw(x); A,X,Y,Z measurements;. 
ference calculation 
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Stagnation Film Cooling and Heat 
Transfer, Including Its Effect 
Within the Hole Pattern 
Detailed film effectiveness and surface heat transfer measurements were obtained 
for secondary air injection through rows of holes into the stagnation region of an in­
cident mainstream flow. Tests were performed using a blunt body with a circular 
leading edge and aflat afterbody. Rows of holes were located at ± 15 deg and + 44 
deg from stagnation. The holes in each row were spaced four hole diameters apart 
and were angled 30 deg to the surface in the spanwise direction. Measurements were 
taken for three cooling-to-incident flow mass flux ratios both in the leading edge 
region within the hole pattern and downstream to a distance of about 85 hole 
diameters. The results indicate that large spanwise variations in both film effec­
tiveness and heat transfer coefficient exist, and that the highest values of each do not 
in general correspond. Near the holes, film effectiveness values as high as 0.7-0.8 
were found, while heat transfer coefficients with injection were as much as three 
times those without. Far downstream the film effectiveness decayed to values near 
0.1, while the heat transfer coefficient remained about 10percent above that without 
injection. Nevertheless, it is shown that for typical turbine temperatures, leading 
edge injection reduces the surface heat load everywhere for alt but the highest mass 
flux ratio. The exception produces an increase in heat load within the injection 
region. 

Introduction 

The high inlet temperatures of modern gas turbines 
necessitate the use of sophisticated cooling schemes to protect 
the exposed components. Common techniques include rather 
elaborate internal convective schemes, film cooling, and a 
combination of both. In film cooling, relatively cool air is in­
jected through the component's surface in such a way that it 
forms a protective layer between the surface and the hot 
mainstream gas. Film cooling has been extensively applied to 
gas turbine airfoils by injecting the coolant through rows of 
closely spaced discrete holes. Current designs of turbine air­
foils incorporate film cooling holes near the leading edge as 
well as on both the suction and pressure surfaces. Film cooling 
near the leading edge not only protects this region but also af­
fects the fluid mechanics and heat transfer over the entire air­
foil surface. 

In the past, there have been many investigations concerning 
film cooling of flat or mildly curved surfaces under a variety 
of mainstream conditions, e.g., [1-5]. Although most studies 
were concerned with obtaining film effectiveness data for 
various blowing rates and injection geometries, several made 
detailed measurements near injection and also obtained the 
necessary heat transfer information for a complete description 
of the film cooling effects. 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Anaheim, California, December 7-12, 1986. 
Manuscript received by the Heat Transfer Division May 2, 1986. Paper No. 
86-WA/HT-48. 

Considerably less information, however, is available on film 
cooling with injection in the leading edge region of an airfoil. 
The leading edge problem contains the additional aspects of 
high acceleration, thin boundary layers, and coolant injection 
at angles nearly opposite to the main flow direction. Discharge 
coefficients for injection into a stagnation region were deter­
mined by Tillman and Jen [6] and Tillman et al. [7] for a large 
variety of injection geometries and blowing rates. Experiments 
by Hanus and L'Ecuyer [8] provided heat transfer informa­
tion for a single row of holes on the leading edge of a turbine 
vane. Typical of engine conditions, the coolant-tp-mainstream 
density ratio was 2.15. Span wise-averaged values of the film 
cooled Stanton number are reported for different mass flux 
ratios, leading edge row locations, and coolant hole injection 
angles. The data, presented for a region 10 to 110 hole 
diameters downstream from injection, indicates that a mass 
flux ratio of about 1.0 provided a maximum reduction in the 
surface heat flux. Luckey et al. [9] used a circular cylinder to 
model the leading edge region and present local Stanton 
number data in the region between 6 and 15 hole diameters 
from injection for various mass flux ratios. Holes angled 20, 
30, and 40 deg to the surface in the spanwise direction were 
used. Large spanwise variations in the surface heat flux were 
detected and were found to vary with both the injection 
geometry and mass flux ratio. A correlation is also presented 
for the optimum blowing rate in terms of the coolant-to-
mainstream velocity ratio and the injection angle. Luckey and 
L'Ecuyer [10] later extended this work to include two, three, 
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Fig. 2 Heat transfer model with leading edge injection 

and five-row injection configurations. Of particular note is the 
increase, rather than decrase, in heat load that they detected 
directly behind the holes for the higher blowing rates. Sasaki 
et al. [11], using a flat plate model with a blunt leading edge 
(as in the present investigation), tested three different leading 
edge film-hole configurations, each with four rows of holes. 
While local film effectiveness data for various mass flux ratios 
were obtained both within and downstream of injection up to 
a distance of 78 hole diameters, no heat transfer information 
is presented. Nevertheless, the effectiveness near injection was 
found to decrease beyond a mass flux ratio of about 1.0 as the 
injection penetrated further into the mainstream. Further 
downstream, however, the effectiveness was found to increase 
continually with blowing rate. Recently, Camci and Arts [12] 
presented heat transfer data in and downstream of the leading 
edge region under typical engine conditions, where it was 
found that injection significantly disturbs the boundary layer 
development downstream of injection. A somewhat different 
approach to the problem was taken by Wadia and Nealy [13], 
whose measurements included the heat transferred on the 
coolant side and in the holes as well as on the film cooled side 
of the leading edge. 

The present work was undertaken to provide a very detailed 
picture of a single, though typical, leading edge film cooling 
scheme. Film effectiveness and heat transfer measurements 
were obtained both within and downstream of the film hole 
pattern for a typical engine Reynolds number and range of 
mass flux ratios. 

Experimental Apparatus 

The facility consisted of two separate air supply systems: 
One supplied the primary or incident flow while-the other pro­
vided the secondary or injection flow. The primary air system 
was a low-speed, open-circuit wind tunnel powered by a cen­
trifugal fan. All of the tests were conducted with the test body 
placed in the tunnel's test section as shown in Fig. 1. The flow 
velocity incident on the model, nominally maintained at 9.8 
m/s, was uniform to within Vi of 1 percent except at the walls 
where a 2-cm-thick boundary layer existed. This velocity could 
be varied by adjusting the inlet guide vanes to the centrifugal 
fan and was continually monitored by a pitot-static tube in the 

test section. Air leaving the tunnel entered the room, mixed 
with the surrounding air, and circulated back to the fan inlet. 
An air conditioner in the room with its sensor placed in the 
tunnel automatically controlled the primary air temperature to 
within 1°C. 

The secondary system supplied air to the leading edge film 
holes. This air could be heated uniformly by a series of 
nichrome wire grids strung across the flow in the heater sec­
tion. An insulated duct carried this heated air to a plenum in­
side the test body. Its temperature was measured by two ther­
mocouples centrally located in two of the film holes on either 
side of the hole pattern. The secondary-air mass flow rate was 
measured using a calibrated nozzle at the end of the heater 
section. 

The test model spanned the entire 76-cm width of the test 
section and was held in position by steel rods passing through 
the body and each side wall of the test section. The model was 
centered between the top and bottom walls of the test section 
and could be pivoted about its forward support rod so as to 
adjust its angle of attack. This adjustment was used to fine 
tune the flow around the top and bottom of the model and 
position the stagnation line at the body's midplane on the 
leading edge. 

The model itself has a cylindrical, semicircular leading edge 
with a 7.6-cm radius that smoothly joined two parallel, flat, 
1.22-m-long surfaces. As shown in Fig. 2, it was constructed 
mostly of wood and has a composite, constant-heat-flux test 
surface. Mahogany ribs running lengthwise provided the 
structural backbone of the model, while a 13-mm-thick layer 
of balsa wood covering the ribs formed the heated-surface 
substrate. A plenum in the forward portion of the model pro­
vided a uniform flow of the secondary air from an inlet in the 
model's side to the leading edge holes. Thin turning vanes, 
designed according to Salter [14], were used in the plenum to 
turn and evenly diffuse the flow before it passed through two 
32-mesh screens. Measurements of the centerline velocity for 
each hole indicated that the flow through all holes in a row 
was the same to within ± 3 percent for the row at 44 deg and 
±8 percent for the rows closest to stagnation. 

The heated surface consisted of 37 0.025-mm-thick, 38-mm-
wide stainless steel heater strips bonded side by side on the 
balsa wood substrate between two layers of fiberglass fabric 

Nomenclature 

d = 
D = 
h = 

K = 

L 
M 

NuB 

injection hole diameter 
leading edge diameter 
convective heat transfer 
coefficient 
convective heat transfer 
coefficient without 
injection 
length of injection hole 
average secondary-to-
incident mass flux ratio 
Nusselt number based on 
leading edge diameter 

P = 
Q. = 

<7o = 

^cond ~ 

?rad 
Refl 

T = 

pitch of holes in row 
convective heat flux 
convective heat flux 
without injection 
heat transferred by 
conduction 
heat generated by metal 
strips 
heat loss by radiation 
Reynolds number based on 
the incident velocity and 
leading edge diameter 
adiabatic wall temperature 

T = 

T0 = 

r. = 
T = 
•*- QO 

Z 

1) 

measured surface 
temperature 
actual surface temperature 
secondary or injected air 
temperature 
mainstream or incident air 
temperature 
streamwise distance 
measured from stagnation 
spanwise distance 
adiabatic film effectiveness 
overall cooling 
effectiveness 
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and epoxy resin. The metal strips were run spanwise across the 
model, separated from one another by a distance of about 
0.25 mm. At each end, they were connected in series by copper 
bus bars buried in the model. The whole surface was heated by 
passing a measured electric current (d-c) through the circuit. 
This surface nominally produced a constant-heat-flux test sur­
face when heated (except in those strips containing the holes) 
and an adiabatic surface when unheated, similar to that used 
by Ericksen and Goldstein [3], 

The surface temperature distribution was measured using a 
total of 118 0.075-mm thermocouples, bonded between 
the strips and balsa substrate. Their leads ran in opposite 
directions along the surface for a short distance to minimize 
heat loss, and then through the balsa substrate. In addition, a 
number of thermocouples were attached at various locations 
along the back of the balsa in order to determine the heat con­
ducted through the substrate. All of the thermocouples were 
located within the central spanwise portion of the body and 
hole pattern. Since large variations of the film effectiveness 
and heat transfer were expected around and immediately 
downstream of the film holes, most of the surface ther­
mocouples were placed in this region. Placement was chosen 
to provide sufficient resolution for drawing the film effec­
tiveness and heat transfer contour plots, and to obtain ac­
curate spanwise-averaged values of both. Thermocouples were 
also placed to take advantage of the periodicity in the injection 
hole pattern. In order to check for spanwise periodicity with 
secondary flow injection, several thermocouple positions were 
duplicated across the span of the hole pattern at various 
streamwise locations. 

The film hole configuration used in this study is shown in 
Fig. 3. Rows of circular holes were located at ± 15 deg and at 
+ 44 deg from the stagnation line. This configuration may be 
considered to model a four-row, symmetric injection scheme if 
the row which would exist at —44 deg is assumed to have 
negligible effect on the results above the stagnation line. Each 
hole had a diameter of d = 1.52 cm and was angled at 30 and 
90 deg to the surface in the spanwise and streamwise direc­
tions, respectively. There were seven holes in each row which 
were spaced four hole diameters apart, P/d = 4. The hole-to-
leading edge diameter ratio was d/D = 0.1 and the hole 
length-to-hole diameter ratio was L/d = 4. The hole construc­
tion was actually a three-step process dictated by a test pro­
cedure intended to evaluate the effects of the nonuniformity in 
surface heat flux as a result of cutting holes in the heater strip. 
This required that heat transfer tests be conducted with: (1) an 
uncut heated surface, (2) with the holes cut in the metal heater 
strips only, and finally (3) with holes cut completely through 
the surface and with injection. In order to accomplish this, the 
model was constructed such that the holes penetrated through 
the balsa wood substrate from its back to within 3 mm of the 
test surface. The heated surface was applied over the whole 
surface, including that covering the holes. Holes were then 
carefully cut first through only the metal strips and then final­
ly through the 3 mm of remaining balsa after each heat 
transfer test in the evaluation sequence. 

Surface pressure taps were installed on the model at the 
location of each row of holes in order to measure the represen­
tative hole exit pressure. Pressure taps were also provided on 
the top and bottom of the model and along its span to align 
the model so that stagnation occurred on the leading edge 
along the model's midplane. All of the pressure-tap tubing, 
thermocouple leads, and power leads were led out of the back 
of the model. The internal cavity was filled with commercial 
fiberglass to reduce conduction losses and the surface was 
painted with a high-emissivity black paint. A detailed account 
of the model's fabrication is presented by Mick [15], and the 
heater construction is described by DiElsi and Mayle [16]. 

Test Conditions and Procedures 

All the tests were conducted at a nominal Reynolds number 
Rej, of 100,000 based on the incident velocity and leading edge 
diameter, and at a mainstream temperature of 18°C. The 
secondary air temperature for the film effectiveness tests was 
maintained approximately 28°C above the mainstream. This 
temperature difference resulted in a secondary-to-mainstream 
density ratio of 0.91. For the heat transfer tests, the secondary 
and mainstream air temperatures were the same. All tests were 
conducted under steady-state conditions and, although steady 
state was normally attained in about 3 h, measurements were 
not taken until 6-8 h after the experiment commenced. 

Both the film effectiveness and heat transfer tests were con­
ducted with secondary-to-incident mass flux ratios M of 0.38, 
0.64, and 0.97. These values are based on the average mass 
flow injected through only the two upper rows of holes at + 15 
deg and +44 deg even though air was always injected through 
all of the rows. On this basis, the present results may be com­
pared directly to other symmetric injection schemes having the 
same average mass flux ratio. The flow split between the three 
rows of holes was determined by measuring the centerline 
velocity in each hole and forming a ratio between the average 
centerline velocity in each row. The ratio of the flow in the 
row at + 44 deg to that at + 15 deg was found to be 2.97, 2.44, 
and 1.72 forM = 0.38, 0.64, and 0.97, respectively. The ratio 
between that for the rows at ±15 deg was always within 10 
percent of unity. 

As mentioned before, the film effectiveness tests were con­
ducted by injecting heated air through the film holes without 
supplying power to the surface heater strips. Since the test sur­
face is not truly adiabatic and the thermocouples were not ex­
actly on the surface, several corrections had to be applied to 
the measured temperatures in order to obtain the adiabatic 
film effectiveness. These corrections included the effect of 
heat transfer by conduction through the substrate and heat 
loss by radiation to the surroundings. Interestingly, since the 
secondary air heated the inside of the model, heat was actually 
transferred to the surface by conduction in the film effec­
tiveness tests. A one-dimensional heat balance on an element 
of the surface yields 

? + ?rad+<?cond=0 

where q is the convective heat flux from the surface to the 
film, and qmi and qconi are the radiated and conducted heat 
flux from the surface, respectively. With 

q = h(T0-Tav/) 

where h is the heat transfer coefficient with injection. T0 and 
Taw are the actual surface and adiabatic wall temperatures, 
respectively, the film effectiveness JJ is obtained as 

__ (Taw — Tg,) _ {Tm — T„— AT) <?rad + gcond 
V~ (Ts-T„) ~~ (Ts-T„) h(Ts-Tm) 

where T„, is the measured surface temperature, Tx is the 
mainstream temperature, AT is the surface temperature cor­
rection, and Ts is the secondary air temperature. The 
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temperature correction AT was typically less than 0.5 percent 
of the secondary and mainstream temperature difference. 
While the magnitudes of qnd and qcoad varied somewhat over 
the surface, they tended to cancel each other. Near the leading 
edge, the last term in the above expression for rj was almost 
negligible, while farther downstream, where the effect of 
heating from the secondary air in the plenum was less, the last 
term produced a 3-10 percent correction on the effectiveness. 
In addition to making these corrections, estimates were made 
of the heat conducted parallel to the surface through the strips 
as a result of surface temperature gradients. Typically, it was 
found that conduction along the surface affected the effec­
tiveness by less than 1 percent everywhere but near the injec­
tion holes, where large spanwise temperature gradients at a 
few locations between and immediately downstream of the 
holes produced estimated errors as high as 10-15 percent. 
Since accurate corrections for this effect are difficult to make, 
and since the areas affected were quite localized, the correc­
tion was not included in reducing the data. As a result, the 
reported film effectiveness data around the holes will be 
somewhat smoother than actually exists and the contours of 
constant effectiveness will be broader. The effect on the 
spanwise-averaged results is, however, considered negligible 
since the larger spanwise temperature gradients were simply 
smoothed. 

The heat transfer tests were conducted by injecting air 
through the film holes with power supplied to the surface 
heater strips. Typically, the generated heat flux was about 780 
W/m2 and surface temperatures ranged from 26 to 46°C. The 
steady-state boundary condition on the heated surface was 
nominally that of constant heat flux everywhere except on the 
heater strips which contained holes. On the strips without 
holes, however, a slight modification was caused by surface 
radiation and heat conduction through the substrate. These ef­
fects, along with the local variations in strip resistance 
resulting from metal temperature variations, were included in 
the calculation of the heat transfer coefficients using an energy 
balance on a heated surface element 

^ + '7rad+Q,cond=?gen 

together with 

h = q/(Tm-TDO-AT) 

where q is the convective heat flux from the surface, h is the 
heat transfer coefficient with injection, as before, and qgm is 
the measured generated surface heat flux. The approximate 
magnitudes of the heat flux and temperature corrections were: 
radiation, 10 percent of the generated heat flux; heat loss 
through the substrate, 2 percent; and temperature correction 
ATabout 0.2 percent of the local wall, freestream temperature 
difference. As with the effectiveness data, the effect of heat 
conduction within the heater strips was estimated, but not in­
cluded. The estimates indicate that downstream of the leading 
edge, x/d > 9, the heat conduction within the heater strips 
was less than 1 percent of the generated heat flux, while it was 
as high as 6 percent at a few locations near the holes. Again, as 
with the effectiveness data, the reported heat transfer results 
near these locations will be somewhat smoother than that 
which actually exists, while the effect on the spanwise-
averaged results is negligible. 

The variation of the generated heat flux qgm in the strips 
with the holes was determined by comparing the data with 
holes cut in the strips alone (not through the balsa substrate) 
to those obtained without the holes. In both cases the flow and 
heat transfer results between the stagnation line and the 
centerline of the first row of holes should be identical. By 
assuming that the heat transfer coefficients in this region were 
the same both with and without holes cut in the strips, the ac­
tual heat flux generated qgm around the holes could be deter­
mined. These calculated values were then used in the above 
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Fig. 4 Comparison of present two-dimensional heat transfer results 
with those of Bellows and Mayle [181 

Fig. 5 Film effectiveness contours for three injection rates 

equations for qgm to determine the heat transfer coefficients 
on the strips with the holes. The same tests were used to 
evaluate the thermal history effect which resulted from the 
unequal heating of the surface. Once the variation of the 
generated surface heat flux around the holes was determined, 
the remaining difference in the results downstream of the 
holes was attributed to the effect of nonuniform surface 
heating on the development of the thermal boundary layer. 
Typically, the largest differences occurred immediately 
downstream of the holes where nearly a step change in heating 
took place as the flow passed from the balsa covered film hole 
onto the heating strip. The effect quickly disappeared and by 
x/d = 6 (within two hole diameters of the last row) the heat 
transfer coefficient for both cases differed by only 10 percent. 
Since the thermal history for the flow immediately behind the 
hole with injection was not modeled by this test, no correction 
was applied there. Slightly downstream, however, where the 
flow was perceived to be more in the streamwise direction, a 
correction which varied from about 10 percent near injection 
to zero further downstream was applied according to these 
results. 

An uncertainty analysis was carried out for both the film ef­
fectiveness and heat transfer data according to the method of 
Kline and McClintock [17]. Downstream of the leading edge, 
based on 20-to-l odds, the uncertainty is 3.5 percent for both. 
In the leading edge region, however, the uncertainty could be 
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Fig. 6 Spanwise-averaged. film effectiveness distributions 

as high as 17 percent at those locations around and immediate­
ly downstream of the holes where the parallel conduction in 
the metal strips was neglected. 

Results 

As part of the test procedure outlined above, heat transfer 
tests were conducted on the model with the film holes covered 
and the heater strips uncut. For this case, the heat transfer 
coefficient depends only on the streamwise distance x along 
the surface. These results are presented in Fig. 4 as a Nusselt 
number Nup (based on the leading edge diameter) scaled by 
the square root of the Reynolds number. To reduce confusion 
in later comparisons, the abscissa has been scaled using the in­
jection hole diameter d, even though the holes did not exist. 
The results of Bellows and Mayle [18] for an identically 
shaped model, test configuration, and identical flow condi­
tions are also shown in the figure. As discussed in [18], the 
precipitous decrease and rapid rise of the Nusselt number 
around x/d = 8 is a result of a separating leading edge 
laminar boundary layer followed by a turbulent reattachment. 
Evidently, the flow over the previous model, including the 
separation bubble, has been accurately reproduced in the 
present experiment. 

The film effectiveness results for each secondary-to-
mainstream mass flux ratio are shown in Fig. 5. In this figure, 
isoeffectiveness contours are shown over a span of two hole 
pitches even though only enough data were taken to describe 
the distribution uniquely over a single pitch. These contours 
are shown only for x/d less than 40. Beyond these streamwise 
locations, the effectiveness only decayed slightly. The direc­
tion of secondary-air injection is toward the top of the figure. 

Between the stagnation line and the first row of holes, the 
effectiveness was nearly uniform in both the spanwise and 
streamwise directions. For the lowest mass flux ratio M = 
0.38, very little secondary-air flow is injected through the 
holes at ± 15 deg (about lA that through the second row). This 
is evident in the figure from the shape of the film effectiveness 
contours just downstream of the first row, which indicate little 
flow reaching the furthest spanwise extremity of the holes. In 
contrast, the flow appears to reach the furthest extremity of 
the holes in the second row which, without much flow from 
the first row, produces rather large spanwise variations in film 
effectiveness downstream of the hole pattern. For M = 0.64, 
the film effectiveness distribution is much more uniform in the 
spanwise direction. This is a result of the increased flow from 
the first row of holes covering the surface between the holes in 
the second row. Directly downstream of the holes in both 
rows, however, a noticeable decrease is seen in the film effec-

Fig. 7 Nusselt number contours with injection 

tiveness compared to that for the lower mass flux. Evidently, 
this is a result of the air from the second row of holes being in­
jected farther into the mainstream. The overall increase in the 
injected secondary flow dominates, however, and produces an 
increased film effectiveness over most of the downstream sur­
face. Further increasing the mass flux ratio to M = 0.97 ap­
parently increases the penetration of injected air into the 
mainstream and actually reduces the effectiveness around the 
holes below that for either M - 0.38 or M = 0.64. In addi­
tion, it can be seen that the flow from holes in the second row 
interferes with that from the first, perhaps raising it off the 
surface. More important, however, is that the flow from the 
first row does not cover the surface between the holes in the 
second row, thus permitting the mainstream to flow near the 
surface between the holes in both rows reducing the effec­
tiveness. Interference between flows from spanwise-directed 
holes and its adverse effect on film effectiveness have been 
noted before by Mayle and Camarata [19]. 

The spanwise-averaged film effectiveness ?} is presented in 
Fig. 6 for all three mass flux ratios. These values were 
calculated using 

1 Cp 

? j = — j o T)(x,z)dz 

where z is the spanwise distance and P is the hole pitch. For 
spanwise averages between the holes, the average was taken 
over only the surface between the holes and not over the hole 
area. 

The reasons for the general trends in the spanwise-averaged 
effectiveness are similar to those just described. The lowest 
mass flux ratio is seen to provide the highest average effec­
tiveness in the leading edge region because even though the 
amount of secondary air injected is small, it remains near the 
surface. Although lower in the leading edge region, the effec­
tiveness for injection with M = 0.64, is highest over the rest of 
the surface. Injection at the highest mass flux ratio, however, 
produces the lowest average effectiveness initially, and never 
rises above that for M = 0.64. Obviously, the effectiveness for 
the high injection rate suffers from excessive penetration, jet 
interference, and the subsequent mixing such that although 
the volume of injected air is large, it becomes highly diffused 
within the mainstream. 

Contour plots giving the variation of the Nusselt number 
with injection are presented in Fig. 7. For the purpose of com­
parison, it is helpful to know that the Nusselt number over the 
leading edge region without injection is about 300 (from Fig. 4 
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Fig. 9 Effect of film cooling on the surface heat load, <p = 0.6 

with Rec = 100,000). In the region between the stagnation 
and the first row of holes, the heat transfer distribution for all 
the flow rates is uniform in both the streamwise and spanwise 
directions and only slightly above that without injection. Im­
mediately downstream of injection, however, significant 
variations of the Nusselt number are found having values two 
to three times higher than those without injection. In general, 
the regions of high Nusselt number do not correspond to the 
locations where the film effectiveness is high. In fact, a careful 
comparison of Figs. 5 and 7 indicates that the high Nusselt 
number regions lie roughly between the regions of highest and 
lowest effectiveness and are further displaced toward the 
regions of low effectiveness as the mass flux ratio is increased. 
If one considers the region of high effectiveness as the location 
of the secondary air jet, then the high heat transfer coeffi­
cients are found along the edge of the jet on the side nearest 
the hole. High heat transfer coefficients along a cooling jet's 
edge were also found by Ericksen and Goldstein [3] for injec­
tion through a streamwise-angled hole. As will be shown 
shortly, this has a far-reaching implication with regard to the 
actual benefit of a leading edge cooling scheme. 

The distributions of the spanwise-averaged Nusselt number 
are presented in Fig. 8. These values were calculated using 

— 1 fp 

Nu f l =—- Nu(x, z 
P Jo 

)dz 

in accordance with the expression for determining the 
spanwise-averaged film effectiveness. Within the leading edge 
region, a substantial increase over the case without injection is 

evident. In particular, the variation for all three blowing rates 
is quite similar, increasing only slightly with an increasing 
mass flux ratio. There are noticeable peaks immediately 
downstream of each row of holes, presumably caused by the 
flow of the mainstream around, and perhaps under, the in­
jected air. For the low mass flux ratio, the peak following the 
first row is somewhat smaller and decays quicker than for the 
other two flow rates. This is most likely a result of the injected 
fluid from the first row remaining near the surface for this 
case. The spanwise-averaged Nusselt number downstream of 
the leading edge (x/d > 10) is only slightly greater than that 
without injection. This increase is about 8, 5, and 12 percent 
for the mass flux ratios of 0.38, 0.64, and 0.97, respectively. 

Application of the present results to leading edge film cool­
ing requires calculating the local heat load distribution over 
the film cooled surface. For a film-cooled surface, the local 
heat flux to the surface is given by 

q = h(Taw-T0) 

With the heat flux to an uncooled surface given by 

9o = h(T„ - r 0 ) 
where q0 is the heat flux for a smooth surface without holes 
and hQ is the corresponding heat transfer coefficient, the ratio 
of heat flux with film cooling to that without may be expressed 
as 

q/q0 = (h/h0)(l-T,/<p) 

where IJ is the local film effectiveness, and <p is the overall cool­
ing effectiveness, i.e., 

^=(r„-r0)/(roo-rs). 
For modern gas turbine components, <p is typically about 0.6. 

Distributions of the spanwise-averaged heat flux ratio q/q0 
are presented in Fig. 9 for each of the mass flux ratios. The or­
dinate of this figure has been calculated using 

1 ?p 

q/qo=—fr\ [h(x, z)/hQ][l-ri(x, z)/<p]dz 
P Jo 

with tp = 0.6. Curves for different values of <p can be obtained 
by using the information presented in this figure as well as that 
in Fig. 8. Note that the above expression involves the average 
of the product between the heat transfer coefficient and the 
film effectiveness, and not the product of their averages. Us­
ing the latter can produce errors of ±100 percent in the 
calculated heat flux near injection as may be determined sim­
ply from Figs. 6 and 8. 

In general, leading edge injection is seen to reduce the heat 
flux over most of the surface for all three mass flux ratios. The 
striking exception is for injection at the high mass flux ratio 
where directly behind the second row of holes nearly a 50 per­
cent increase in heat flux is found. Between stagnation and the 
first row of holes there is almost no effect on the heat flux, 
which simply implies that the small increase found there in 
both the film effectiveness and heat transfer coefficient offset 
one another. Over the remaining leading edge surface, 
however, the heat flux strongly depends on the mass flux 
ratio. In particular, the results for the low and middle mass 
flux ratio exhibit significant reductions in surface heat flux, 
with the M = 0.38 case actually yielding a negative value, i.e., 
heat flow from the surface to the film. As indicated earlier, the 
regions of high effectiveness corresponded more closely to the 
regions of high heat transfer coefficient (Nusselt number) for 
the lowest injection rate. In fact, at M = 0.38 for <p = 0.6, 
there are significant regions behind and downstream of injec­
tion where q(x, z)/qg < 0 and heat is transferred to the 
coolant. In this case, the jets may be considered to be acting as 
heat exchanger tubes attached to the surface. As the blowing 
rate is increased, however, both the disparity between the 
regions of high effectiveness and Nusselt number increases 
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and the film effectiveness decreases. This in turn reduced the 
benefit of cooling in the leading edge region to a point where 
for M = 0.97 it is minimal and in some areas detrimental. As 
pointed out earlier, Luckey and L'Ecuyer [10] obtained a 
similar result. Downstream of the leading edge, however, in­
jection always decreases the surface heat flux. For <p = 0.6, 
the reduction varies from roughly 60 percent near the leading 
edge to about 10 percent far downstream. Unlike the leading 
edge result, however, the reduction in heat flux is greatest for 
the intermediate mass flux ratio of 0.64. Presumably, this is a 
consequence of too little coolant being injected at the low 
mass flux ratio and too much being injected, such that it 
penetrates too far and mixes into the mainstream, at the high 
mass flux ratio. Using the simple criterion established by 
Luckey et al., for estimating the coolant blowing ratio for an 
optimum film cooling performance when x/d > 6.5, one ob­
tains Mopt = 0.76 for the present series of tests. Although this 
is seen to agree with the present downstream results, it is ap­
parent that the same criterion cannot be applied to the leading 
edge region itself. 

Conclusions 

Detailed measurements of film effectiveness and heat 
transfer indicate that large variations of these quantities exist 
both in the leading edge region within the hole pattern and 
downstream. Downstream of the holes, the variations are 
mainly in the spanwise direction corresponding more or less to 
a direction normal to the jets. In particular, the film effec­
tiveness immediately behind the holes was found to be about 
0.6-0.8 depending on the mass flux ratio, while further 
downstream it approached 0.1. Near the holes, heat transfer 
coefficients as high as three times that without injection were 
measured. Shortly downstream, however, they quickly ap­
proached values approximately 10 percent above that without 
injection. 

In the leading edge region, the film effectiveness was actual­
ly found to decrease with an increase in the mass flux ratio. 
This behavior is quite different from that found downstream 
of the leading edge and is attributed to an increased penetra­
tion of the injected air into the mainstream. Farther 
downstream, where most of the previous investigations con­
centrated, however, a balance is found between the amount of 
air injected and its penetration such that an optimum effec­
tiveness is attained at a higher mass flux ratio. The mass flux 
ratio for which this occurred in the present tests was 0.64, 
which closely corresponds to the values obtained by others. 
For the turbine designer, this implies that a decision must be 
made to film cool either the leading edge or the downstream 
surface efficiently. 

Finally, it was found that the regions of high effectiveness 
do not necessarily correspond to the regions having a high heat 
transfer coefficient, and that the disparity between the two in­
creases with increasing mass flux ratio. This is particularly im­
portant in the leading edge region between and immediately 

behind the holes where large variations in both are observed. 
For high mass flux ratios, the disparity not only reduces the 
film cooling benefit to a point where it is nonexistent, but 
reverses it. 
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Turbulence Measurements in 
Turbine Blade Passages and 
Implications for Heat Transfer 
This paper describes a program of research in which, by using laser-Doppler 
anemometry, the variations of artificially induced flow perturbations to represent 
turbulence in an engine have been measured through the passages of a cascade of 
modern turbine blades. Although based upon commercially available laser-Doppler 
equipment, the special problems of making reliable and reproducible measurements 
in the demanding flow conditions of highly loaded turbine blades required special 
facilities in the apparatus and these are briefly described in the paper. The results 
themselves provide some confirmation of the common —but hitherto un­
justifiable—assumption that the absolute level of velocity fluctuation remains essen­
tially constant as the time-mean velocities change significantly. The results also show 
significant departures from this assumption, especially on the forward suction sur­
face and near the leading edge. These observations throw some light upon the 
observed variation in the distribution of convective heat transfer rates to blades in 
the highly unsteady conditions which characterize the flows in the real turbine, com­
pared with the idealizations of many experimental and theoretical simulations. 

Introduction 

It is well known that the unsteadiness in the flow of working 
fluid through real turbines affects the associated rates of con­
vective heat transfer. Equally well known are the difficulties 
of classifying this unsteadiness, whether it results from the 
essentially random fluctuations that are defined as "tur­
bulence" in fluid dynamics or the more ordered fluctuations 
that result, for example, from the passage of an upstream row 
of rotor blades. Many parameters have been argued as of 
significance in defining an unsteady flow, and some of our 
own work has demonstrated the apparently separable role of 
the frequency of the fluctuations, more especially when these 
are of large amplitude [1]. Generally, however, the "inten­
sity" of the fluctuations — defined as the root mean square of 
the fluctuations of the velocity components normalized with 
reference to the local time-mean velocity vector of the main 
flow —has emerged as the most significant quantifying 
parameter of an unsteady flow. Certainly, variations in heat 
transfer rates over general areas of a blade, like the leading 
edge or over the pressure surface, appear to be affected most 
critically by the intensity or amplitude of fluctuation, leaving 
the effects of all other definable variables as secondary by 
comparison. 

The intensity of the turbulence — to use this term as generic 
for all unsteady flows-is measured most commonly by 
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anemometers of the hot-wire type, in which the variation in 
heat loss from the wires can be calibrated to give an accurate 
measure of instantaneous velocity vector. Although such in­
struments can be made small and maneuverable, it is not 
possible to traverse these through the narrow confines of 
realistic turbine blade passages, certainly not without the finite 
bulk of the instrument disturbing the sensitive flows in them. 
Thus for turbine blades it has hitherto been the universal prac­
tice to measure the intensity of fluctuation upstream of the 
blade rows and to use such measurements as the only represen­
tation of the conditions within the passages. It has been 
necessary to assume either that the upstream intensity, 
unrealistically, is unchanged by the acceleration and decelera­
tions of the flows over the blade surfaces; or more usually, 
although hitherto as unjustifiably other than on the grounds 
of convenient simplicity, that the absolute level of velocity 
fluctuation remains constant or changes in some arbitrary 
way. 

The availability of sophisticated laser-Doppler anemometry 
has made possible the nonintrusive tracking of velocities, both 
time-mean and instantaneous values, in many of the complex 
and restricted geometries associated with engineering com­
ponents. This is certainly the case for the blade passages that 
are the subject of the present paper, although the sharp cur­
vature of the flows and the high levels of acceleration make 
for special problems, the solution of which are described in the 
following text. 

Apparatus 

Wind Tunnel and Cascade. This part of the equipment 
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Fig. 1 Blade cascade and turbulence generator 

used in the present investigation has been previously described 
in detail [1, 2] and is only briefly outlined here. A centrifugal 
blower supplies air at pressures equivalent to outlet Mach 
numbers up to a little over 0.8, through a contraction designed 
to give a uniform velocity and a turbulence intensity of about 
Vi of one percent in the absence of deliberately induced per­
turbations. These can be provided by static grids of different 
meshes to alter the turbulence intensity or by a "squirrel 
cage," which can if required, and as fully described in [1], be 
driven electrically over a range of speeds to control separately 
the frequency of the perturbations and, either by changing the 
diameter of the bars of the squirrel cage or its distance from 
the blades, the intensity, or amplitude, of fluctuation at the 
cascade entrance. For the present work, the squirrel cage, fit­
ted with 30 bars, 2.4 mm in diameter pitched 6 mm apart, was 
positioned upstream of the cascade so that it produced a mean 
turbulence intensity of about 10 percent at the leading edge 
plane, with no characteristic frequency but a spectrum ranging 
lip to about 10 kHz when rotated freely by the mainstream air 
flow through it. This device had been found [3] to give a 
uniform two-dimensional flow through the cascade up to tur­
bulence intensities in excess of 20 percent, unlike the coarse 
grids normally used for this purpose which were found to 
distort the flow. 

The cascade comprises three blades which, for the present 
work, had the profile of the midsection of the first-stage rotor 
blades of a current aeroengine (blade A of [3]). The two outer 
blades were manufactured from an aluminum-plastic 
material, while the center blade was made of steel. Flow 
visualization using surface paints had previously established 
the two-dimensional nature of the flow over this blade at the 
midspan of the cascade with and without the squirrel cage tur­
bulence generator. A similar blade, instrumented with 
pressure tappings staggered over its center Vi span, had pro­
vided data on the velocity distribution through the cascade [3]. 

For the present program the side walls of the cascade, in the 
view shown as Fig. 1, were manufactured from rectangular 
slabs of float glass 1 cm thick. These formed a tight butt fit 

with the surrounding aluminum frame and were held in place 
at the edges by clamps cushioned by thin PTFE strips. The 
center blade was supported from the glass sidewalls by dowels 
surrounded by an annulus of 0.4 mm of epoxy resin and this 
design minimized the thermal stresses on the glass while allow­
ing maximum optical access to the flow channels on either side 
of the blade. 

Laser-Doppler Anemometry. The choice of anemometry 
system was largely determined by the flow conditions in the 
cascade, in which time-mean velocities up to 400 m/s occur, 
more especially in a region of high surface curvature, with 
streamwise and cross-stream gradients up to 30 m/s per mm. 
Onto this were to be superimposed the turbulent fluctuations 
of 10 percent and more of the approach velocity with frequen­
cies of up to 10 kHz. The required spatial resolution in a flow 
with such large velocity gradients dictated an optical probe 
volume of around 0.1 mm diameter, and the associated optics 
implied Doppler frequencies in the range 1 to 100 MHz. 

Consequent signal processing requirements then led in­
evitably to the burst counter mode of operation in which the 
signals resulting from single particle transits through the probe 
volume can be analyzed. Unfortunately, the burst counter is 
highly susceptible to noise so that with the need to make 
measurements close to the blade surface under the demanding 
velocity conditions described above, which in their turn con­
strained seeding conditions (to be described later), a relatively 
powerful laser source became necessary, and a 2-W argon unit 
was selected. With the consequent optical requirements and 
the limited space in the test cell, a compact, double-deck ar­
rangement of laser and optical train had to be designed and is 
shown in the photograph of Fig. 2. The cascade and the center 
blade may be seen in the top right of the figure with the argon 
laser below and running the full width of the rig. Its beam is 
deflected up and back by two mirrors in the cylindrical column 
to the right of the photograph, through the main transmission 
optics in which the laser beam is first split into two and then 
focused down to converge at the probe volume in the flow 
through the cascade. A traversing mechanism, located below 
the laser, utilizing stepper motors operating at 2000 steps per 
second with 400 steps per mm in the horizontal direction and 
1000 vertically, allowed the probe volume to be located in the 
cascade with an accuracy estimated at 1.5 mm per meter 
horizontally, and better than this vertically. 

The transmission optics, based like the complete 
anemometry system upon a commercially available package 
from TSI (Inc.), was chosen for single component velocity 
measurement and to give a 9-mm separation between the split 
beams which with the lens system gave better than the required 
0.1 mm probe diameter at the intersection, with ten fringes of 
nominally 7.9 fim pitch. A collimator was found necessary to 
achieve uniform pitching of the fringes along the length of the 
probe volume, which was estimated from the transmission op­
tics to be about 2 mm, comparable with hot-wire anemometer 
dimensions and acceptable. 

Nomenclature 

c = 

h = 

h0 = 

/ = 
K = 
N = 

blade chord 
local heat transfer coefficient Re = 
in perturbed stream Ree = 
local heat transfer coefficient 
in steady flow Tu = 
index of summation 
acceleration parameter = u = 
(y/U2) (dU/dx) 
cage rotational speed; U = 

number of time/velocity 
samples 
exit Reynolds number 
boundary layer momentum 
thickness Reynolds number 
turbulence intensity = 
{u)/U x 100 
fluctuating streamwise veloc­
ity component 
mean streamline velocity 

U, = 

v, w 

V2 

instantaneous velocity 
measurement 
cross-stream fluctuating 
velocity components 
exit velocity 
approach velocity far 
upstream 
surface distance measured 
from geometric leading edge 
kinematic viscosity 
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celeration by inappropriate seeding and which showed typi­
cally as a low-velocity tail to the histogram.

The criticality of the seeding level, both with respect to par­
ticle size and number, early became very clear in this investiga­
tion. Too high a seeding concentration could cause the
threshold amplitude criteria of the signal processor to be
violated. Also, although increases in laser power and gain in

Fig.3 Doppler signals on scope: (a) threshold level of burst counter; (b)
hlgh·frequency noise level

Beyond the cascade in Fig. 2 may just be seen the collection
optics of the system, working as all the requirements of this in­
vestigation dictated, in the forward scatter mode. Here ac­
curate alignment with appropriate manual adjustment was
necessary to discriminate and optimize the light scattered from
the probe volume to the photodetector surface, as indicated by
the raw and conditioned signals on the monitor, examples of
which are shown in Fig. 3. The conditioning was achieved by
filtering and amplification before counting inside selected
threshold levels in the standard TSI unit which may be seen in
the racks on the left of Fig. 2. This equipment allowed the
number of cycles counted to be selected and four was adopted
corresponding to approximately half the number of fringes in
the probe volume, a choice recommended to reduce biasing in
regions of highly fluctuating velocities with significant
transverse components. All the velocity measurements made
used the so-called comparison option in which the selected
number of cycles is counted and then the burst time compared
with that of a separate count of half the number of cycles. If
the two-to-one comparison was not satisfied within a predeter­
mined tolerance the reading was rejected. The minimum
available tolerance of 0.8 percent was selected in this program
with entirely acceptable processing times. A sample of up to
4000 transit times could be processed, but 400 gave acceptable
results even at the highest levels of velocity fluctuation.

In the example of typical signals from the investigation
shown as Fig. 3, raw burst data can be compared with the cor­
responding signal after conditioning but before counting and
transmission to the computer, also visible in the racks of Fig.
2. As well as controlling the traversing mechanism, this
has been programed to convert the time measurements and
fringe spacing to velocities. A typical steady flow velocity
histogram from the computer is shown as Fig. 4. Preliminary
study of such histograms permitted the elimination of ob­
viously spurious observations, in particular those resulting
from the velocity lag caused in regions of especially high ac-

Fig. 2 The LOA rig
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the signal conditioner could be made to compensate for 
sparseness of scattering particles in the probe volume in terms 
of signal strength, distortions in the fringe spacing well away 
from the bright center of the probe volume, and only partly 
removed by the use of the collimator in the transmitting optics 
previously described, could give spurious results. Over-
dependence upon light scattered from large, possibly naturally 
occurring, particles which tend to lag rapidly accelerating 
flows and not to follow highly curved streamlines, also leads 
to erroneous steady and fluctuating velocity measurements. 
However, comparison with earlier results obtained near the 
cascade inlet with conventional hot-wire anemometry allowed 
the optimization of the seeding process. A commercially 
available theatrical smoke generator - the Concept Genie - us­
ing Shell Ondina 17 oil with a carbon dioxide driving pressure 
of 2.8 bar was found to give the appropriate density of par­
ticles and with only 1 percent greater than 0.6 ^m diameter. 
Brief injections of such seeding at the blower intake for only a 
few seconds when test conditions were ready for readings to be 
taken also delayed fouling of the glass sidewalls of the cascade 
to a degree at which signal levels were vitiated. 

With the apparatus as described above, it became possible 
to make measurements through the blade cascade entirely con­
sistent with mean velocities derived from the pressure-tapped 
blade and, where comparison was valid, with the earlier hot­
wire anemometry observations, of the time-mean velocity and 
the turbulence intensity of the flow. These were defined 
respectively for the laser-Doppler analysis by 

1 N 

u=-Lf\u, 
" 1 = 1 

, \\t,tf-Nlfi 
Tu=i^=i-J-^ I 

U U \ (jv-1) 
Fuller details than are necessary for the present paper of the 
laser-Doppler equipment and experimental technique are 
given in [4]. 

Experimental Measurements — Procedure 

The mounting system of the transmission optics provided 
for rotation of the beam splitter module, thus permitting the 
direction of measurement in the plane of the intersecting 
beams and perpendicular to the optical axis to be set at any 
angle with an accuracy estimated at one degree. In this way the 
flow streamlines could be traced and the local turbulence in­
tensity was defined in terms of the fluctuating velocity compo­
nent in the mean direction of the flow. 

To measure the flow conditions in the free stream im­
mediately outside the boundary layer, the optical probe 
volume was located at a number of stations close to the center 
blade surface. At each of these points the beam plane was 
yawed to the local angle of the tangent to the blade profile. 
The geometric leading edge of the blade section was chosen as 
the origin of the traverses, and with the tunnel operating 
temperature of 90 °C causing a movement from cold of about 
2 mm, it was necessary to await thermal equilibrium before 
aligning the laser beam at the leading edge datum. After each 
set of measurements in the flow the anemometer was returned 
to the datum position to check for further movement and the 
datum itself verified. It is estimated that by these procedures 
positional accuracies of within ±0.5 mm were achieved in the 
placement of the probe volume. 

On the pressure side of the blade, where the effects of 
mainstream fluctuation on rates of heat transfer are known to 
be especially significant, traverses were made along the blade 
section at distances of 1 mm and 3 mm from the surface. For 

the conditions of the present tests the boundary layer 
thicknesses were of the order of 0.5 mm and it was not possi­
ble to detect the edge of the boundary layer, but the excellent 
agreement between the laser-Doppler measurements of mean 
velocity at 1 mm from the blade and those derived from the 
surface pressure readings suggested that the former were 
representative of mainstream conditions in the flow just out­
side the boundary layer. Furthermore, there was little detect­
able difference between the measurements of turbulence levels 
at the 3 mm and the 1 mm positions. 

On the suction or convex side of the blade, in the upstream 
regions of extreme acceleration in the flow, boundary layers 
are even thinner than on the pressure side and readings at 1 
mm from the surface were taken also as representative of 
mainstream conditions close to the edge of the boundary 
layer. On the downstream half of the blade the boundary layer 
is thicker and measurements 1 mm from the surface revealed 
the velocity decrement. Thus in these regions, where, because 
of the earlier transition to turbulence even in unperturbed 
flow, superimposed fluctuations have little effect upon the 
transport properties of the boundary layer, laser-Doppler 
readings were taken only at the 3-mm level. 

Traverses of the anemometry system were also made along 
the flow at the channel centerlines. At these positions the 
mean flow direction had to be estimated and a 2 percent varia­
tion in the mean velocity was observed as the probe direction 
was varied through ± 10 deg. The apparent fluctuating com­
ponent was more sensitive to probe orientation and its 
magnitude could be varied by up to 10 percent by rotation. 
However, the direction of the time-mean vector could be more 
closely estimated, so that this potential source of error was not 
significant. 

As may be seen in Fig. 1, where the measurement locations 
are indicated, traverses along the stream were made also 
toward the geometric leading edge of the center blade and 
across the flow at the cascade inlet and at the blade throats. 
Generally it is estimated that the time-mean velocity could be 
measured at all positions within a random error of 1 percent. 
Measurements of the fluctuating components are more sen­
sitive, as has been seen with the effects of probe rotation 
above. In addition, the data collection and analysis procedure 
has a tendency to biasing toward the high-velocity end of the 
histogram, leading to errors which can be important in highly 
unsteady flows, and especially in the apparent turbulence in­
tensity which is, after all, a relatively small fraction of the 
mean velocity. The rigor of the experimental procedure 
adopted here was designed to minimize the errors and certain­
ly the turbulence intensity was repeatable generally to within 5 
percent of its mean magnitude. The scatter is shown where 
significant in Figs. 5-8. 

General Observations 

Figure 5 shows a set of readings of turbulence intensity ob­
tained by the procedures described above. The flow 
parameters are specified in the figure and represent conditions 
of turbulence intensity which are thought to be typical of those 
in a turbine. The highest frequency of the perturbations is less 
than might be found in an engine, but earlier work has shown 
that the turbulent energy, especially at the higher frequencies, 
downstream of the turbulence generator spreads rapidly 
across the full spectrum. The Reynolds number is rather less 
than would be found in modern engines, certainly at full 
power, but the present work over the range of variables 
studied indicates that the distribution of turbulence intensity 
indicated in Fig. 5 is very typical. 

The mean intensity of turbulence measured in the approach 
plane is 13.1 percent, although the flow-driven rotating tur­
bulence generator skews the distribution with lower values to 
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Fig. 5 Typical measurements of turbulence intensity 
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the top of the tunnel. The traverse of the anemometer probe 
volume along the centerline of the passages between the blades 
gives a general representation of how the turbulence intensity 
varies through the passage. It is seen to fall almost 
monotonically from the high approach level to a value of 4.4 
percent in the left-hand passage and to just under 4 percent in 
the right-hand passage where, because of the cascade stagger 
to simulate the rotation vector, the path length of the flow is 
longer. Also noteworthy are the almost constant turbulence 
intensities in the cross-stream traverses at the cascade throats 
and exit. Comparing these observed variations in turbulence 
intensity in the blade passages with the velocity distributions 
around the blade section, as in Figs. 6 and 7, indicates that the 
absolute amplitude of the turbulent fluctuations is little 
changed through the passages, certainly when compared with 
the observed changes in local turbulence intensity. This con­
clusion is confirmed in general by consideration of the fluctua-
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tion amplitudes measured in more detail at the perceived edges 
of the boundary layer, as shown also in Figs. 5, 6, and 7. 

On the suction surface, where the acceleration is initially 
very high, the turbulence intensity falls rapidly from the high 
values near the stagnation point, but remains fairly constant in 
the still accelerating flow over the region of high curvature ap­
proaching the minimum pressure point on the convex surface. 
Indeed, in this region, as may be seen in Fig. 6, there is a slight 
tendency for the absolute level of the velocity fluctuations to 
increase. From just beyond the minimum pressure point the 
perturbations fall to about 4 percent of the exit velocity, re­
maining thereafter almost constant while the local turbulence 
intensity increases slightly from a minimum of about 3 percent 
as the mainstream velocity falls toward the trailing edge. 

On the concave pressure surface of the blade, the distribu­
tion of turbulence intensities at the edge of the boundary layer 
again reflects the variation in mainstream velocity with the 
concept of the constant, or "frozen," absolute magnitude of 
fluctuation. This is graphically demonstrated in Fig. 7 in 
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which, as in Fig. 6, the variation in local velocity, normalized 
with respect to the exit velocity, is plotted in the upper figure 
and the local mainstreamwise velocity perturbation, similarly 
normalized, is shown below. This is seen to be almost constant 
along the full length of the pressure surface. The corre­
sponding turbulence intensity in the perturbed flow 
represented here is plotted in the same figure, and may be 
compared with the measurements in the comparable unper­
turbed flow also shown. 

A similarly detailed plot of the measurements made at the 
same flow conditions when the anemometer probe volume was 
traversed along the centerline toward the blade leading edge is 
shown in Fig. 8. The sharp falling away toward the stagnation 
point of the mean streamwise velocity, here normalized with 
respect to the approach velocity to the cascade, is clearly 
observed in the uppermost set of points. A corresponding 
reduction in the absolute magnitude of the fluctuation in 
velocity, normalized as for the other surfaces for this 
parameter with respect to the cascade exit velocity, is observed 
to begin earlier than the mainstream deceleration, from about 
9 percent far upstream to an almost asymptotic value, even as 
near the blade leading edge as measurements could be made, 
of about 5 percent. The apparent persistence of these fluctua­
tions very near to the leading edge leads to a sharp rise in tur­
bulence intensity in these regions as shown in the figure, to 
values approaching twice those in the approaching 
mainstream. 

Implications for Heat Transfer 

The observations of the variation of velocity fluctuations 
and turbulence intensity reported above can be considered in 
the light of the information upon the distribution of convec-
tive heat transfer around this, and indeed the many other, 
blade profiles that is available. In [2], for example, 
measurements of heat transfer coefficients are reported from 
the present blade section for a range of turbulence intensities 
and noted in particular is the relatively small increase in the 
rate of heat transfer to the upstream part of the convex suction 
surface of this blade even with approach turbulence intensities 
ranging up to over 30 percent. The observations from the 
present program offer some explanation of this result if the 
importance of turbulence intensity in enhancing heat transfer 
is accepted. Figures 5 and 6 have demonstrated how even with 
an average approach value of over 13 percent the turbulence 
intensity falls rapidly to 4 percent in this region. On the convex 
surface of the blade it is shown in [3] how critical is the role of 
laminar-turbulent transition in the boundary layer in deter­
mining the effect of mainstream fluctuations upon heat 
transfer rates. Indeed, as is well established, after transition 
the perturbations have little effect. The position on a blade of 
transition is determined by several factors, and in a steady 
flow on many blade sections is associated with a separation 
bubble induced in the boundary layer either by inverse 
pressure gradients or shock wave interaction. Such a transition 
is indicated by the heat transfer observations in a steady flow 
over the suction surface of the present blade shown by the 
dashed line in the lower part of Fig. 6. The characteristic rapid 
rise in the convective heat transfer coefficient is evident. 

An alternative type of transition from that triggered by a 
separation is the so-called natural transition, in which in­
stabilities in a laminar boundary layer, characterized by the 
Reynolds number of the flow, develop more gradually over a 
significant length of the surface. A comprehensive study of 
such transitions has been made by Abu-Ghannam and Shaw 
[5] who demonstrated that the momentum thickness Reynolds 
number, Ree, is the parameter quantifying the likelihood of a 
natural transition. In a steady flow these workers show that 
the critical Reynolds number can be as high as 1000 in a highly 
favorable pressure gradient, but that it falls to a limiting value 

independent of pressure gradient of about 160 reached with 
mainstream turbulence intensities of about 5 percent. In the 
upper part of Fig. 6, the currently measured local free-stream 
turbulence intensities have been used to derive the critical 
momentum thickness Reynolds numbers according to [5], 
which are compared with the values of Ree calculated for the 
flow conditions over this blade. The criterion of [5] suggests 
that transition will occur at about 20 percent chord, earlier 
than suggested by the turbulent flow heat transfer results 
available for this blade shown in Fig. 6. However, Abu-
Ghannam and Shaw defined turbulence intensity in terms of 
the fluctuations in each of the orthogonal velocity com­
ponents, u, v, w which could give (assuming cross-stream fluc­
tuations are less than streamwise) a higher critical momentum 
thickness Reynolds number than shown in Fig. 6. In this 
figure, as in all the present work, turbulence intensity is based 
upon fluctuations in the mainstream direction only. Also, as 
indicated in the plot of velocity distribution over the blade suc­
tion surface shown in Fig. 6, the acceleration parameter K ex­
ceeds the usually accepted "laminarization" value of 2.5 X 
10 ~6 over almost the upstream 20 percent of the convex sur­
face. At these higher values the acceleration of the flow is 
known to suppress transition to turbulence, as all our heat 
transfer measurements on a range of blades have confirmed 
[3], 

The present laser-Doppler anemometer measurements are 
thus consistent with the general observation of a relatively 
small effect of mainstream flow perturbations on heat transfer 
to convex suction surfaces. The intensity is observed to be 
heavily attenuated in the highly accelerating flows over the 
upstream regions of such surfaces and serves mainly to ad­
vance the onset of the laminar-turbulent transition, 
sometimes as in Fig. 6 to a limited extent, and with a cor­
respondingly small effect upon the heat transfer rates, other 
than in the immediate neighborhood of the original transition 
region. 

Conversely, compared with the relatively small increases in 
heat transfer over the convex blade surface, up to fourfold in­
creases in heat transfer have been observed over the arc of the 
blade leading edge. Again the observations in the present pro­
gram are consistent with this result, for Fig. 8 shows how the 
absolute amplitude of the fluctuations persists toward the 
stagnation point with a corresponding increase in turbulence 
intensity to twice the approaching mainstream value. The fac­
tors affecting heat transfer near the leading edge of a blade are 
known to be complex; for example, they might be determined 
in part at least by roll-cell type instabilities, as discussed in [3], 
which could in their turn be affected by the fluctuations which 
the present work show to persist into the stagnation region. 

The pressure surface of a turbine blade poses an equally 
complex picture, for with the present blade and others studied 
in the heat transfer program, the flow is neither wholly 
laminar, nor turbulent beyond a clearly identifiable local tran­
sition zone, as on the suction surface. The present profile, in 
steady flow and at the higher Reynolds numbers of greatest in­
terest, exhibited transitional characteristics with the heat 
transfer rates rising toward the trailing edge over the whole 
pressure surface. Detailed analysis of the boundary layer [3] 
shows that the inherent instability of this concave surface was 
possibly affected by Taylor-Goertler vortices, countered at 
lower Reynolds numbers by the stabilizing influence of the 
high acceleration rates all along this surface and quantified by 
the parameter K discussed above in connection with the suc­
tion surface. In steady unperturbed flows, the boundary layer 
on the pressure surface of a modern heavily loaded turbine 
blade is in a finely balanced state. It is thus reasonable to an­
ticipate that, as indeed all the investigations of heat transfer 
rates to this blade and others have confirmed, the pressure sur­
face is highly susceptible to the effect of superimposed 
mainstream fluctuations. 
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This is especially the case when, as in the present program, 
the acceleration rates tend to suppress the transitional 
behavior associated with higher velocities (for which K is less). 
Under these conditions, the measurements from the laser-
Doppler anemometry suggest strongly that the increase in heat 
transfer correlates with the absolute amplitude of velocity 
fluctuations. Figure 7 demonstrates the close similarity be­
tween the enhanced levels of heat transfer and the absolute 
magnitude of the fluctuations along the whole pressure sur­
face and the striking dissimilarity with the variation in the 
dimensionless turbulence intensity over the same region. 

Conclusions 

From the research reported in this paper the following prin­
cipal conclusions may be drawn: 

1 A commercially available laser-Doppler unit has been 
shown, with rigorous attention to operational detail, espe­
cially with respect to seeding and signal-conditioning, to be 
capable of yielding repeatable data on the variation of time-
mean and instantaneous fluctuating velocities through the 
passages of modern heavily loaded turbine blades. 

2 Mean velocities agreeing closely with measurements by 
traditional techniques of anemometry and pressure 
measurements from a pressure tapped blade gave confidence 
in the accuracy of the measuring technique. Although the fluc­
tuating velocity components were more sensitive to possible 
sources of error, scatter of results and comparisons where 
possible with earlier work suggested that uncertainties could 
be reduced to within 5 percent in peak-to-peak amplitude. 

3 Generally, the variations in fluctuating velocity through 
the cascade were observed to remain sensibly constant in ab­
solute amplitude. This offers confirmation of the common 
assumption in the hitherto absence of the measurements such 
as reported here, of a "frozen" perturbation, with the conse­
quent dimensionless intensity reflecting mainly the variations 
in local mean velocity by which it is normalized. 

4 On the suction surface of the blade tested, there was 
some departure from the general observation in paragraph 3 
above, for on the highly curved convex surface near the 
leading edge of the blade the local perturbations in velocity ap­
peared to increase slightly to maintain the turbulence intensity 

almost constant as the mainstream continued to accelerate to 
the minimum pressure point. On the suction surface the prin­
cipal effect upon heat transfer of the perturbations is by ad­
vancing the transition to a turbulent boundary layer, after 
which, once most of the surface is subject to turbulence, there 
is little further consequential effect on increased amplitude of 
fluctuation. 

5 Near the leading edge of the blade, where rates of heat 
transfer are greatly enhanced by unsteadiness in the flow, the 
laser-Doppler measurements correspondingly show that the 
amplitude of the velocity fluctuations persists into the region 
of reducing mean velocity toward the stagnation point. 

6 On the pressure surface of the blade, complex and 
generally unstable flow results from the interaction between 
the effects of surface curvature and continuing mainstream ac­
celeration. A clear congruence is here observed between earlier 
observations of an effectively constant enhanced convective 
heat transfer rate for a given inlet flow condition and an 
equally constant amplitude of absolute velocity fluctuation 
along the whole blade surface. 
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Measurements of the Turbulent 
Transport of Heat and Momentum 
in Convexly Curved Boundary 
Layers: Effects of Curvature, 
Recovery and Free-Stream 
Turbulence 
J/je effects of streamwise convex curvature, recovery, and free-stream turbulence 
intensity on the turbulent transport of heat and momentum in a mature turbulent 
boundary layer are investigated, A special three-wire hot-wire probe developed for 
this purpose is described. Two cases with free-stream turbulence levels of 0.68 and 
2.0 percent, taken in the same facility with moderate strength of curvature, b/R = 
0.03, are compared. Profiles ofu'v', t', u't', and v't' are dramatically reduced 
within the curve, with asymptotic profiles being achieved quickly for the low TI 
case. Recovery occurs rapidly, with the profiles often overshooting flat-wall 
upstream values. Increased free-stream turbulence has the effect of increasing the 
profiles throughout the boundary layer on the flat developing wall. Profiles agreeing 
with the asymptotic profiles of the low TI case are observed by the end of the curve, 
however, illustrating the dominance of curvature over free-stream turbulence inten­
sity. For the higher TI case, a reversal in the sign ofu'v' in the outer half of the 
boundary layer is observed, leading to negative values of the turbulent Prandtl 
number in this region. This indicates a breakdown in Reynolds analogy. 

Introduction 
Measurement Techniques. The following describes the 

development of a three-element hot-wire probe to measure the 
fluctuating components of velocity and temperature in two-
dimensional boundary layers, and its use in a turbulent bound­
ary layer over a convex surface. The probe is based on a design 
by Blair and Bennett (1984). These measurements are impor­
tant to the gas turbine industry for they support the develop­
ment of turbulent transport models used to predict the convec-
tive heat transfer to the turbine blades. These measurements 
are difficult and the data base is small. In fact, the effects of 
moderate-to-strong curvature, recovery, and turbulence inten­
sity on the turbulent transport of heat have been studied here 
for the first time. 

Previous investigators have measured fluctuating velocity 
and temperature. Representative examples of their work are 
reviewed below. A description of the use of multiple overheats 
in hot-wire anemometry to separate the temperature and 
velocity components in a flow was given by Corrsin (1947). He 
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MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 19, 1987. Paper No. 
87-GT-199. 

measured temperature fluctuations in the mixing of heated gas 
streams and concentration fluctuations in the mixing of dif­
ferent gases at constant temperature. His use of a single wire, 
however, precluded the possibility of simultaneous 
temperature/concentration and temperature/velocity mea­
surements. Sakao (1973) used two parallel 5-/mi wires 0.2 mm 
apart operating at constant but different temperatures to 
simultaneously measure instantaneous streamwise velocity 
and temperature. A good response to frequencies to 300 Hz 
was reported. Hishida and Nagano (1978) used the same con­
figuration but operated the front wire at constant current and 
the rear wire at constant temperature. No contamination from 
the front wire was reported and the frequency response was 
reported to be 6 kHz. 

Chen and Blackwelder (1978) used a triple-wire probe to 
measure two components of velocity, and temperature. The 
probe consisted of a conventional cross wire with a resistance 
thermometer placed directly in front of the center of the cross 
wires and in the plane perpendicular to them. The probe 
dimensions and frequency response were not presented. Smits 
and Perry (1981) used a technique similar to that used by Chen 
and Blackwelder (1978), but with the temperature sensing ele­
ment placed in a plane next to and parallel with the cross 
wires. The methodology for separating the velocity and 

80/Vol. 110, JANUARY 1988 Transactions of the ASME Copyright © 1988 by ASME
Downloaded 01 Jun 2010 to 171.66.16.56. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2 3 4mm 
_l 1 1 

Fig. 1 Schematic of wire configuration 

temperature components was presented, but no measurements 
were taken. A third configuration, used by Gibson and Ver-
riopoulos (1984), consisted of a conventional cross wire with a 
third " c o l d " wire positioned between and in a plane parallel 
to the planes of the cross wires. A good response to frequen­
cies to 6.5 kHz was reported. 

A four-wire probe designed to measure three components of 
velocity and temperature was described by Fabris (1978). 
Three wires were operated in the constant-temperature mode, 
while the fourth was of constant current. All wires were 0.625 
/an in diameter, minimizing contamination between the wires. 
The velocity components and temperature were found by 
simultaneously solving the four nonlinear response equations 
for the sensors on a computer. A good response to frequencies 
to 2000 Hz was reported. 

Blair and Bennett (1984) described a three-wire probe for 
use in two-dimensional boundary layers. The probe consists of 
three wires located in three parallel planes. The two outer 
wires are orthogonal, forming an X array, while the third 
center wire is parallel to one of them. All three are operated at 
constant temperature with the center wire operated at a much 
lower temperature than the two outer wires. The instan­
taneous temperature is found from the two parallel wires, and 
the instantaneous velocity from the two orthogonal wires. A 
disadvantage to this design is that the measurement of 
temperature is not direct. The temperature must be deter­
mined by simultaneously solving two closely coupled 
nonlinear equations. The advantages are numerous, however, 
for only constant-temperature anemometers are used and frail 
submicron diameter constant-current wires are avoided. A 
good response to frequencies to 50 kHz was reported. For this 
reason, the scheme of Blair and Bennett (1984) was chosen for 
the present study. The wire configuration of the probe used in 
this study is shown on Fig. 1. 

Measurements. The probe was used to measure profiles of 
turbulence quantities in a zero-pressure-gradient, turbulent 
boundary layer influenced by convex curvature. Streamwise 

curvature is known to affect the structure of turbulent bound­
ary layers markedly. The changes in boundary layer tur­
bulence intensity, wall skin friction, and Stanton number from 
the corresponding flat-wall values are generally an order of 
magnitude greater than the magnitude of the strength of cur­
vature, 8/R. A number of studies concerning the effects of 
curvature on the mean flow and surface heat flux are de­
scribed by You et al. (1986a). Early work consists almost en­
tirely of mean temperature profiles and surface heat flux 
measurements. Simon and Moffatt (1982a, 1982b) were the 
first to report heat transfer data in which the details of the 
velocity field were known—given by Gillis and Johnston 
(1980). They were also the first to document heat transfer dur­
ing recovery from curvature. Their strength of curvature was 
d/R = 0 .1 , indicating strong curvature. You et al. (1986a) 
added heat transfer and fluid mechanics data on a mildly 
curved convex surface, with recovery, to the data base. Two 
strengths of curvature (8/R = 0.013, 0.03), obtained by 
bending the test wall, were investigated. This study by You et 
al. (1986a) is the basis for the present study. Some of their 
results were : (1) Profiles of the mean velocity and temperature 
showed shortened log-linear regions and enhanced wake 
regions in the curve. (2) Curvature increased the turbulent 
Prandtl number, deduced from the mean velocity and 
temperature profiles, by about 20-25 percent. (3) A rapid 
decrease in St and Cy/2 at the beginning of the curve was 
observed followed by a slow decrease within the curve. 
Decreases of about 20 and 10 percent from expected flat-wall 
values were observed for 8/R = 0.03 and 0.13, respectively. 
Recovery was extremely slow, with St recovery leading Cy/2 
recovery. (4) Normal stress profiles responded rapidly to the 
beginning of curvature. During recovery, an increase in tur­
bulence intensity originated near the wall at y/8 = 0.15 pro­
pagating slowly to the outer layers. (5) Shear stress profiles 
responded quickly to curvature, reducing to about 55 percent 
of the upstream flat-wall values for 8/R = 0.03. Recovery 
occurred slowly, with the wake recovering faster than the 
near-wall flow. Asymptotic shear stress behavior (first ob­
served by Gillis and Johnston, 1980) was found when 8/R > 
0.04. 

There are very few studies in which the effect of free-stream 
turbuence intensity on boundary layer heat transfer has been 
investigated. The study by You et al. (1986b) was the first and 
only work to document free-stream turbulence effects (TI = 
0.68 and 1.85 percent) on heated curved flows. No recovery 
data were taken due to the disappearance of the potential core 
in recovery for the higher turbulence case. This turbulence in-
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instantaneous streamwise 
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instantaneous cross-stream 
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voltage 
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direction and direction normal 
to wires 
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Subscripts 

an = anemometer 
ef = effective 

pw = potential value at 
wall—reference value 

sw = static value at the wall 
w = wire or wall value 
oo = free-stream value 
6 = momentum thickness 

Superscripts 

' = fluctuating component or rms, 
depending on context 

" = per unit area 
= per unit time 
= t ime average 
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Fig. 2 Comparison of apparent (' with the t' in a heated boundary layer 

tensity study by You et al. (1986b) also provides a base for the 
present measurements. Some results were: (1) The curvature 
effect dominated the turbulence intensity effect. (2) The skin 
friction coefficient, deduced by use of the Clauser technique, 
decreased more within the curve than did Stanton number. (3) 
Similar streamwise normal turbulence intensity profiles for the 
two cases of different Tl were found near the end of the curve 
in spite of the different profiles upstream of the curve. (4) Pro­
files of shear stress showed the same trend for both cases: a 
dramatic response to the introduction of curvature and 
asymptotic turbulent shear stress profiles by the end of the 
curve. A reversal in the sign of the shear stress was seen in the 
high Tl case at the entry to the curve. 

Gibson and Verriopoulos (1984) were the first and, until the 
present study, the only workers to take turbulence 
measurements in a heated curved (8/R = 0.01) flow. Their 
measurements indicated that v't' was affected by curvature 
more than was u'v'. An initial sharp fall, then a continuous 
decrease of v't' was observed, u't' was less strongly affected 
by curvature. It responded more slowly to the step change in 
curvature. Its profiles at the last two stations in the curve were 
very nearly similar. Pr, values were scattered, but the authors 
felt that a rise in Pr, was observable. This is consistent with the 
values deduced from mean velocity and temperature profiles, 
and with the results of Simon and Moffatt (1982a, 1982b) and 
You et al. (1986a). A final conclusion was that turbulence in 
the boundary layer is modified by wall curvature such that 
heat transfer was stabilized more effectively than momentum 
transfer. 

Probe Design and Development 
In designing special purpose hot-wire arrays, consideration 

must be given to a multitude of factors, some of which are 
spatial averaging, prong and shaft interference, end conduc­
tion, sensor cross-talk, and survivability. The probe for the 
present study was constructed using the guidelines presented 
by Blair and Bennett (1984). The wires are 2.5-^m-dia 
platinum-plated tungsten with an active length-to-diameter 
ratio of 200 and a separation distance of 0.35 mm (Fig. 1). The 
ends of the wires are plated to reduce prong interference and 
end conduction loss. 

The response equation of each sensor is assumed to be of 
the form 

Nu=^1+51Re0-435 

which is a slight variation of King's law. Substituting in the 
definition of Nu and Re, modeling the property variations as 

where A and B are assumed constant. This is the equation used 
by Blair and Bennett (1984) in modeling sensor response. The 
authors have found, however, that A and B are slight func­
tions of temperature. This variation is incorporated into the 
response equation using a least-squares fit to the calibration 
data. The final response equation is given by 

ulMi=(mAt0,+bA)t° (tw-t„) m 

„_ /0 .75 t _ / 0 . 8 0 n~t-

The two assumptions made when reducing the data are (1) the 
boundary layer is two-dimensional, and (2) the instantaneous 
velocities seen by the two parallel wires are equal. The first 
assumption is needed since the third component of velocity (ve) 
cannot be determined. If the probe is aligned with the flow, 
however, and if the boundary layer is two dimensional, the w 
component makes only second-order contributions to sensor 
response and may be safely neglected. If the second assump­
tion holds, the velocity term (uef) may be eliminated from the 
response equations for the two parallel wires, resulting in an 
equation in which the sole variable is the ambient temperature 
r„. The ambient temperature is found by iteratively solving 
for t„, using the Newton-Raphson method. The instantaneous 
velocities u and v may then be found from the signals of the 
two outer orthogonal wires using Champagne's (1967) form of 
the k2 relations 

u\,ef= (w cos a + y sin a)2 + k2(u sin a — v cos a)2 

u\,ef = (« cos a — u sin a)2 + &2(H sin a +1> cos a)2 

Knowing the instantaneous values of u, v, and t, the rms fluc­
tuation jmantities (u', v', and t') and their cross correlations 
{u'v', u't', and v't') may be determined. The probe was 
calibrated as a function of both velocity and temperature. 

Qualification of the probe was in a zero-pressure gradient 
flat-plate turbulent boundary layer with a momentum 
thickness Reynolds number of 2670 and a uniform wall heat 
flux of 160 W/m2. The boundary layer thickness and free-
stream velocity were 2.25 cm and 15.5 m/s, respectively. The 
probe was traversed across the boundary layer and 
measurements of u'v', t', u't', and v't' were made. These 
quantities, normalized on the free-stream velocity ([/„) and 
the wall to free-stream temperature difference (Tw — Ta), 
were compared with the boundary layer data of Blair and Ben­
nett (1984) and Gibson and Verriopoulos (1984). The three 
data sets agreed well except in the vicinity of the wall (y/8 < 
0.25) where the present data increased beyond those of other 
researchers. Insight into this discrepancy may be found from 
measurements of apparent t'. Apparent t' is the t' measured 
by the probe in an unheated boundary layer, and is a result of 
the two parallel wires not experiencing the same velocity. If 
the probe were perfect, the apparent t' across the boundary 
layer would, of course, be zero. A large apparent t' would in­
dicate serious problems with the probe. Results of the 
measurements for Tl = 0.68 percent and Tl = 2.0 percent, 
shown on Fig. 2, show that the apparent t' values are a small 
percentage of the actual values in the outer part of the 
boundary layer, but rise rapidly as the wall is approached. 
This is expected since the eddy size decreases with decreasing 
normal distance from the wall, increasing the likelihood of the 
two parallel wires not seeing the same velocity. It may also be 
seen that turbulence intensity-has little effect on apparent r', 
further suggesting that distance from the wall is the control­
ling parameter. The effect of apparent t' on the actual t' is 
smaller than the curves suggest since the apparent t' affects 
the actual data in a root-sum-square manner. 
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screen pack heal exchanger 

Fig. 4 Plan view of the curved boundary layer facility 

The turbulent Prandtl numbers (Pr,) deduced from the 
measurements of u'v' and v't' were compared with the data 
of Blair and Bennett (1984) and Gibson and Verriopoulos 
(1984). There was some unavoidable scatter, but the three data 
sets agreed within their uncertainties (~ 20 percent). 

The effect of overheat ratio (OH) on apparent t', presented 
in Fig. 3, shows that increasing OH increases t'. Furthermore, 
very low OH are needed to achieve low apparent t'. Why this 
is the case is not presently known, but it is thought to be tied to 
the disappearance of the velocity dependence and the reduc­
tion of the solution matrix stiffness as the wire temperature is 
reduced. There was some worry that the low frequency 
response of the probe would affect the measurements, but, 
judging from the qualification data, the probe seems to follow 
fluctuations associated with important scales of the flow. A 
good response to frequencies as large as a few hundred hertz is 
expected. 

As a last check on the probe, the measurements of shear 
stress were taken with the two outer orthogonal wires and 
again with the two inner orthogonal wires to check for prong 
interference and cross-talk. The difference in the two data sets 
was well within the uncertainty, and the curves agreed well 
with the data of Gibson and Verriopoulos (1984). No evidence 
of interference or other forms of contamination was evident. 

In summary, the probe performs well except in the near 
vicinity of the wall. The uncertainty in the measurements is 
estimated at 15 percent for the correlations and 20 percent for 
Pr(. 

Description of the Test Facility 
The present experiment was conducted in an open-circuit, 

blown-type wind tunnel constructed with an upstream 

Table 1 Summary of boundary layer parameters 

Low Tl Case (Tl=0.68%) 

Station 

1 

3 

4 

6 

8 

10 

x(cm) 

-29.87 

26.16 

52.83 

106.68 

150.62 

206.50 

Ree 

2696 

3940 

4784 

5919 

5633 

6400 

H 

1.42 

1.44 

1.54 

1.65 

1.52 

1.47 

High Tl Case (Tl=2.0%) 

Stat ion x(cm) Ree H 

1 -29.87 2640 1.35 

2 26.16 4053 1.41 

3 52.83 4155 1.42 

developing section, a curved section, and a downstream 
recovery section. A schematic of the test facility is shown on 
Fig. 4. Details of the tunnel are given in You et al. (1986a, 
1986b). The test channel is rectangular, 68 cm in span and 11.4 
cm deep. The heated test wall consists of a 1.4-m-long 
developing section and a 1.4-m-long curved section of 0.9 m 
radius of curvature followed by a 1.4-m-long straight recovery 
section. 

The laminar boundary layer was tripped in the lower-
turbulence case, with a 1.0-mm-high, 12.7-mm-wide strip 
beginning 10 cm downstream of a suction slot; a mature 
boundary layer was established in the measurement area. The 
free-stream turbulence intensity, normalized on Upv, was 0.68 
percent. Higher turbulence levels were obtained by inserting a 
coarse grid constructed of 2.5-cm aluminum strips in a square 
array on 10-cm centers at the entrance of the nozzle. The 
boundary layer trip was removed and the boundary layer was 
allowed to pass naturally through transition. A turbulence in­
tensity of 2.0 percent was achieved in the test section with the 
grid in place. Stanton numbers were spanwise uniform to 
within 4 percent of the centerline value upstream of the curve 
in both cases. 

The test wall was heated to nominally 6°C above the free-
stream temperature with a uniform heat flux of 160 W/m2. 
Static pressure on the test wall was uniform. Static pressures 
were measured through 0.64-mm-dia taps in the opposite wall 
and end walls. In the curved region, these pressures were used 
to estimate the static pressure at the test wall assuming poten­
tial flow. 

Results and Discussion 
Measurements of u'v', t', u't', and v't' were taken at the 

flat upstream developing station (station 1), three stations in 
the curve (stations 3, 4, and 6), and two stations in the 
recovery (stations 8 and 10). Data were not taken beyond sta­
tion 6 in the high Tl case due to merging of the test-wall and 
opposite-wall boundary layers. Descriptors for the two cases 
are presented in Table 1. The flexible outer walls were ad­
justed such that the pressure coefficient Cp defined as 

P —P 
cP=- sw,ref 

p tC /2 
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was adjusted to within 3 percent of the mean. The reference 
pressure was taken to be the static pressure at station 1. 

Low TI Case (TI = 0.68 Percent). Shear stress profiles are 
showri on Fig. 5. The profiles are seen to respond quickly to 
curvature. A dramatic reduction at the onset of curvature and 

the appearance of what appears to be an asymptotic state in 
the curve occur. Curvature is seen to reduce the shear stress by 
about 45 percent below the flat wall values throughout the 
curve. Recovery of shear stress is slow, with recovery seeming­
ly complete in the wake by station 10 (see Fig. 4 for station 
locationsJ^JYou et al. (1986a) have shown that the near-wall 
values of u'v' recover very slowly. All the trends are consis­
tent with the observations of Gillis and Johnston (1983) and 
You et al. (1986a) 

Profiles of V are plotted on Fig. 6. The flat upstream values 
(station 1) agree with the measurements of Blair and Bennett 
(1984) and Gibson and Verriopoulos (1984) within the uncer­
tainty of the measurement, except near the wall. The profiles 
within the curve assume an asymptotic shape for y/S < 0.5. A 
slight evolution of the profiles for y/h > 0.5 is evident. 
Recovery has a dramatic effect on t'. Values at station 10 are 
seen to overshoot the station 1 values. It is believed that the 
profile eventually returns to the station 1 shape. The recovery 
length was too short to observe this in the present experiment, 
however. 

The effects of curvature and recovery on the streamwise tur­
bulent heat flux u't' are shown on Fig. 7. Station 1 values 
agree well with the data of Gibson and Verriopoulos (1984). 
The effect of curvature on u't' is dramatic. The profiles in the 
curve "snap" into an asymptotic shape for y/5 < 0.5 while 
slow evolution of the profiles for y/5 > 0.5 may be observed. 
Recovery is seen as an overshoot of u't' beyond the station 1 
values, although the profile is expected to eventually return to 
the station 1 values. 

Profiles of cross-stream turbulent heat flux v't' arejshown 
on Fig. 8. The effects of curvature and recovery on v't' are 
very similar to those observed for u't'—a dramatic reduction 
in the curve to an asymptotic shape, followed by an overshoot 
in the recovery. Values of an effective, extrapolated v' t' at the 
wall as calculated from the wall heat flux measurements are 
located on the y = 0 axis in Fig. 8. The wall values and the 
profile measurements agree very well at station 1 and in the 
curve. The values of v't' in the recovery region, however, rise 
above the wall heat flux values, especially for station 10. This 
may be seen more clearly on Fig. 9 where v't' has been nor­
malized on the wall heat flux. The profiles at station 1 and 
within the curve approach unity near the wall while the pro­
files in the recovery section rise above unity. It is believed that 
the profiles turn down and approach unity as the wall is ap­
proached. The measurements cannot be taken this close to the 
wall, however. A positive slope in v't' suggests mixing of in­
creasing intensity with increasing distance away from the wall. 

Profiles of turbulent Prandtl number Pr, are shown in Fig. 
10. The data show some unavoidable scatter which makes it 
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difficult to draw firm conclusions about the effect of cur­
vature. Gibson and Verriopoulos (1984), You et al. (1986a), 
and Simon and Moffatt (1982a, 1982b) stated that Pr, in the 
log-linear region rises due to convex curvature. The You et al. 
(1986) and Simon and Moffatt (1982a, 1982b) studies cite in­
direct Pr, values deduced from mean temperature and velocity 
profiles which represent average values for the turbulent core. 
Because of scatter in Fig. 10 the only conclusion which can be 
drawn from these data is that the preplate and curved-flow Pr, 
values are not vastly different (> 20 percent) from one 
another whereas the data at the end of the recovery section are 
lower. 

A plot of the triple product u'v'2 representing the cross-
stream flux of turbulent stress is presented on Fig. 11. The 
flat-wall data are compared to the data of Gibson and 
Verriopoulos (1984), and are seen to be higher throughout 
the boundary layer. Why this is the case is not presently 
known. The effect of curvature on u'v'2 is dramatic. Values 
of u' v'2 are reduced to 15 to 25 percent of the flat-wall values 
by station 6, indicating that the transport of stress from the 
near-wall production layer to the outer flow is virtually shut 
off. A sharp drop at the introduction of curvature followed by 
a slow continued decrease is evident. The profiles are seen to 
recover slowly. The near-wall values remain low (which is con­
sistent with the downturn in the shear stress profiles near the 
wall) within the recovery section, as discussed earlier. The 
peak in the profiles increases and is seen to move away from 
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the wall with increasing streamwise distance. The profile ap­
pears to become negative for y/5 < 0.35, indicating diffusion 
of stress toward the wall. 

Profiles of the triple product v'2t', the cross-stream flux of 
v't', are presented on Fig. 12. The flat-wall values are seen to 
be somewhat higher than the data of Gibson and Verriopoulos 
(1984), as was the case for u'v'2. Curvature is seen to affect 
v'2t' in much the same way as with u' v'2. A sharp reduction 
in v'2t' followed by a slow evolution to values 15 to 25 per­
cent of the magnitude of the upstream flat-wall values is evi­
dent. Recovery of the profiles with the peak moving away 
from the wall is again seen, and a reversal in sign of v'2t' is 
seen for v/6 < 0.35, as was seen for u'v'2. The latter 
indicates that the turbulent heat flux decreases as the wall is 
approached. This is consistent with the observed downturn 
in v't' upon recovery. 

High Tl Case (Tl = 2.0 Percent). Shear stress profiles for 
the higher free-stream turbulence case are presented on Fig. 
13. Higher turbulence intensity has the effect of increasing the 
shear stress throughout the boundary layer. This is expected. 
The profiles immediately assume an asymptotic shape within 
the curve for y/8 < 0.5, as in the low Tl case. The asymptotic 
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profile for the low Tl case is also plotted on Fig. 13 where it is 
seen to agree well with the high Tl curved flow data. A rever­
sal in the sign of the shear stress is seen to occur in the outer 
part of the boundary layer. This reversal in sign has also been 
observed by Gillis and Johnston (1983) for more strongly 
curved flows. An explanation for the reversal in shear stress 
given by Honami (1980) was presented in Gillis and Johnston 
(1983). Within the curve, the dominant production terms in 
the budget equation for shear stress are given by 

P^V2 - ^ - - {lu^-V2)-^-
dy R 

For a flat wall, the second term on the right-hand side is zero. 
As the flow enters the curve, however, the second term ap­
pears. Since u'2 is usually greater than v'2, the production 
rate is decreased by this term, and even goes negative, as 
shown by calculations performed for the high Tl case. It is in­
teresting to note that a large decrease in the production level in 
the study by Gillis and Johnston (1983) occurred due to the 
relatively small radius of curvature (d/R = 0.1), while a large 
decrease in the production level in the present study is ob­
tained by increasing the turbulence intensity while keeping the 
radius of curvature large (8/R = 0.03). 

Profiles of v't' are given in Fig. 14. Values of v't' higher 
than the corresponding low Tl values are seen at station 1, 
while an asymptotic profile agreeing with the asymptotic pro­
file for the low Tl case is achieved in the curve. This 
dramatically illustrates the dominance of curvature over tur­
bulence intensity. The profiles are seen to agree well with the 
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wall heat flux measurements. Profiles of v't' normalized on 
the extrapolated, effective value computed from the wall heat 
flux are shown on Fig. 15. The values are expected to ap­
proach unity as the wall is approached. 

The effect of turbulence intensity on t' and u' t' is similar to 
its effect on u'v' and v't'. The flat-plate values are greater 
than the corresponding low-turbulence values, but this in­
crease is eliminated by the end of the curve where the values 
agree with the asymptotic profile of the low Tl case. 

Turbulent Prandtl number profiles are shown on Fig. 16. It 
is interesting that, with high Tl, values of Prr become negative 
in the wake region of the boundary layer due to the sign rever­
sal in shear stress with no equivalent reversal in the sign of the 
turbulent heat flux, as discussed earlier. This strong variation 
in Pr, indicates that Reynolds analogy is not valid. 

Increasing the turbulence intensity was seen greatly to in­
crease the values of u' v'2 and v'21'. Inside the curve, the dif­
fusion was reduced, reaching the order of the corresponding 
low Tl values by the end of the curve. 

Conclusions 
The effects of curvature, recovery and turbulence intensity 

on turbulent boundary layer heat transfer were studied. The 
main conclusions are: 

1 Profiles of u'v', ;", u't', and v't', are reduced in the 
curve with an asymptotic profile being achieved by station 4. 
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Recovery in the wake region occurs quickly, with the profiles 
often overshooting the flat upstream (station 1) values. 

2 A reversal of sign in shear stress is seen for the high TI 
case (TI = 2.0 percent) for y/h > 0.5. A reversal of sign was 
also observed by other researchers in strongly curved flows 
with lower turbulence intensity. 

3 Because the measured turbulent Prandtl number profiles 
show considerable scatter, one can only conclude that the ef­
fect of curvature is no more than about 20 percent. But the 
data appear to show a decrease by the end of recovery from 
curvature. This does not refute Prr values deduced in earlier 
studies from mean velocity and temperature profiles, but does 
not provide support for the 20 percent increase noted by You 
et al. (1986a). Negative turbulent Prandtl numbers were seen 
in the wake for the high TI case, indicating a breakdown in 
Reynolds analogy. 

4 Curvature effects dominate turbulence intensity effects 
for the cases studied. 
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A Study of the Effects of Thermal 
Barrier Coating Surface 
Roughness on the Boundary Layer 
Characteristics of Gas Turbine 
Aerofoils 
The effect of thermal barrier coating surface roughness on the aerodynamic per­
formance of gas turbine aerofoils has been investigated for the case of a profile 
typical of current first-stage nozzle guide vane design. Cascade tests indicate a 
potential for significant extra loss, depending on Reynolds number, due to thermal 
barrier coating in its "as-sprayed" state. In this situation polishing coated vanes is 
shown to be largely effective in restoring their performance. The measurements also 
suggest a critical low Reynolds number below which the range of roughness tested 
has no effect on cascade efficiency. Transition detection involved a novel use of 
thin-film anemometers painted and fired onto the TBC surfaces. 

Introduction 

The importance of increased turbine entry temperature has 
led to rapid developments in blade cooling technology over the 
past few decades, and while this advance has mainly been 
based on film and internal cooling, the use of ceramic thermal 
barrier coatings (TBCs) has recently also attracted interest. 

Zirconia-based, plasma-sprayed coatings have low thermal 
conductivity and are known to be effective in providing ther­
mal protection for turbine aerofoils while retaining light 
weight [1]. A possible side effect, however, is a deterioration 
in aerodynamic performance due to an inferior, rougher, sur­
face finish, which can cause earlier onset of laminar-turbulent 
transition and, for a fully turbulent boundary layer, increased 
skin friction. These effects are apparent in numerous cascade 
and turbine (and compressor) rig tests involving a range of 
roughness types [2-6]. 

The present paper describes a preliminary study of TBC sur­
face finish effects as measured in "cold-air," two-dimensional 
cascade tests recently undertaken in the Oxford University 
Short-Duration Transonic Blowdown Tunnel [7]. In this 
facility the Mach and Reynolds numbers can be varied con­
tinuously, independently, and over realistic ranges for present-
day turbines; these features are particularly relevant since 
roughness effects are largely Reynolds number dependent. 
The parameter of prime importance is the "roughness 
Reynolds number," where the characteristic length is the 
average height of the roughness elements. The transition 
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MECHANICAI ENGINEERS and presented at the 32nd International Gas Turbine 
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Fig. 1 Influence of surface roughness on transition (after Feindt [8]) 

studies of Feindt [8], for instance, show that, for the case of 
incompressible flow past a flat plate with sand-grain 
roughness, Rê . = 120 represents a critical value below which 
the onset of transition is unaffected (see Fig. 1). At higher 
Reynolds numbers the point of onset of transition moves pro­
gressively nearer to the plate leading edge with increasing Re^. 

The magnitude of Re*, also determines the degree of in­
fluence of roughness on fully developed turbulent boundary 
layers, as can be seen from Fig. 2. Generally speaking, at high 
Reynolds numbers (Re*. > 1000), the rougher the surface, the 
greater the skin-friction coefficient, or, alternatively, 
roughness imposes a lower limit on the value of skin-friction 
coefficient attainable. On the other hand, for Rê . lower than 
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Fig. 2 Skin-friction coefficient for turbulent boundary layer on sand-
roughened plate (Prandtl-Schlichting) 

100 turbulent boundary layer skin friction is effectively in­
dependent of roughness and varies only with Reynolds 
number. The following three flow regimes are conventionally 
identified: 

R e ^ l O O (C/=/(Re)) : Hydrauhcally smooth 

100 < Re t <1000(C / =/(Re , k)) : Transitionally rough 

Re,t> 1000 (C> =/(£)) : Fully rough 

The usual physical interpretation of the transition process 
from hydrauhcally smooth to fully rough is that the viscous 
sublayer thickness is decreasing relative to the average height 
of the roughness elements, to the point where the sublayer is 
relatively insignificant in fully rough flow. The proposed 
mechanism for increased skin friction during this process is 
form drag incurred by the roughness peaks, which pierce the 
sublayer and protrude into the fully turbulent region. In fully 
rough conditions all of the roughnesses are viewed as con­
tributing to an enhancement of turbulent mixing and hence in­
creased rate of loss of momentum, or shear. 

The effects of roughness are therefore dependent on proper­
ties of the fluid, which is particularly relevant since operating 
pressures vary throughout the turbine. As a result, HP-stage 
aerofoils are most sensitive to the effects of surface roughness 
and require most stringent effort to avoid exceeding the "ad­
missible" roughness level which, as a general rule, is given by 
Aradm = 100 v/U. 

Definition of Surface Roughness 

Surface roughness is usually defined simply in terms of an 
easy-to-measure average height normally obtained from a 
"Tallysurf" stylus trace. Two typical such amplitude 
parameters are: Ra, the "arithmetic mean deviation" of a sur­
face from the mean line, commonly termed the "center line 
average" (CLA) value, an&Rz, the "ten-point height," for ir­
regularities, known as the "peak-to-valley height," which is 

Profile scale 
True chord length, mm 
Axial chord length, mm 
Pitch spacing, mm 
Aspect ratio 
Suction surface length, mm 
Pressure surface length, mm 
Stagger angle 
Inlet Mach No. 
Exit Mach No. 
Design exit Reynolds No. 
Exit flow angle 
Inlet turbulence intensity, percent 

1:1 
69.0 
37.4 
54.7 
2.2 

83.6 
67.0 
55.5 
0.168 
0.91 

2.3 x10s 

73.3 
4 

equal to the difference in height between the five highest peaks 
and the five lowest valleys measured from an arbitrary base 
line. 

In the case of machined finishes, Rz typically exceeds Ra in 
the ratio 5:1 [6]. 

In fluid dynamics applications different types of finish are 
often characterized by their retarding effects on the free 
stream, and for this a standard used for comparison is: ks, the 
"equivalent sand roughness," which is defined as the height 
of sand-grain roughness which would give the same skin fric­
tion in fully rough flow. 

The main reason for the use of sand-grain roughness is the 
existence of a comprehensive body of experimental data based 
on that roughness type [10]. 

Correlations between Ra or Rz and ks tend to be specific to 
certain types of finish, and so, for other than these, equivalent 
sand roughness is best determined unequivocally from 
aerodynamic tests. Rz is generally 2.56 ks for typical machined 
finishes where the flow direction is normal to the machining 
marks [9]. 

Associated characteristics such as spatial distribution, sur­
face waviness, and the intrinsic shape of the roughness 
elements themselves may also produce effects which prevent 
description in terms of ks alone [11]. In this regard an in­
teresting alternative approach involves Fourier spectral 
analysis of Tallysurf signals. A surface texture parameter of 
the type derived by Mulvaney and Newland [12] may possibly 
provide a more complete description of roughness profiles 
which gives improved correlation with experimental 
observations. 

Cascade Test Details 

A series of standard aerodynamic measurements was made 
on a plane cascade of each of three surface finishes of a 
development NGV. This mid-height section is designed to 
operate at a nominal Reynolds number (based on vane true 
chord length) of 2.3 x 106 and at an exit Mach number of 
0.91. Further operating details are given in Table 1. 

The three variants were as follows: 

(0 uncoated, polished surface to act as a "hydrauhcally 
smooth" datum; 

(ii) "as-sprayed" TBC, of roughness 7-10 /mi (300-400 /tin.) 
CLA; 

(Hi) polished TBC, of roughness ~ 2 iim. (60-80 /iin.) CLA. 

Cf = coefficient of total skin 
friction 

k = roughness element height 
ks = equivalent sand roughness 
L = length 
p = pressure 
Q = dynamic pressure 

Rê - = roughness Reynolds number 
= U0ks/v 

S = surface length 
U = velocity 

X!r = length to transition 
r} = cascade primary efficiency 
d = boundary layer momentum 

thickness 

v = kinematic viscosity 

Subscripts 
0 = stagnation, free-stream 
1 = inlet 
2 = exit 
s = isentropic 
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Fig. 3(a) Uncoated aluminum alloy

Fig. 3(b) "As·sprayed" TBC

Fig. 3(c) Polished TBC

Fig. 3 Electron micrographs of test surfaces (x 860)

(A normal production cast finish is around 100 {tin. CLA and
a polished cast finish is approximately 20-40 {tin. CLA.)

The thermal barrier coating was zirconia partially stabilized
with yttria (Zr02-12Y203) plasma-sprayed onto an MCrAlY
metallic bond coating. The total coating thickness was
nominally 0.33 mm, which was allowed for in cutting the
metal blades so as to minimize dimensional differences in the
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Fig. 4 Vane Mach No. distributions

three finished profiles. The profiles were compared on an ex­
panded scale and found to correspond except for a slight
thickening of the trailing edges of the TBC relative to the un­
coated vanes.

The TBC polishing is a production process which involves
"tumbling" the vanes for some hours in a drum containing
abrasive pellets and which is effective in smoothing the sur­
faces evenly. The underlying structure of plasma-sprayed TBC
is, however, still discernible after this process, as can be seen
from Fig. 3.

Measurements

Vane Surface Pressures. There are significant practical
difficulties involved in measuring surface static pressures with
pneumatic tappings on the coated vanes, and so, because
roughness was expected to influence these only slightly [4, 5]
pressure distributions were measured for the untreated variant
only.

As can be seen from Fig. 4, the wide range of Reynolds
number involved has particular effect over the last 25 percent
of the suction surface, after the point of minimum pressure.

Profile Loss. This is a collective term for aero foil drag
comprising skin friction, form or pressure drag, and wave
drag due to the existence of shocks in supersonic flow. Of
these the skin-friction component normally dominates, in the
absence of strong shock waves or large flow separations.

The efficiency for energy conversion, or "primary efficien­
cy," is given in terms of enthalpy by

h02 -h2
1]

hOI -h2s
The above performance coefficient was monitored from

pressure measurements upstream and downstream of the
cascade, where the latter vary pitchwise due to the trailing­
edge wakes. "Steady" downstream parameters were obtained
by applying the method of Amecke [13l which uses the laws of
conservation of mass, momentum, and energy to transfer the
flow to an imaginary plane where it is considered
homogeneous, or "mixed-out."

A trident (combined-exit-survey) probe, of the type de­
scribed in [14], was used to measure the variation of total and
static pressure and flow angle in the exit plane, approximately
one axial chord length from the cascade. Measured pressure
variations through a wake of each variant at the design condi­
tion are shown in Fig. 5. Once processed according to the
Amecke procedure, these contribute to the plot of "primary
loss coefficient" (1 -1]) versus Reynolds number (Fig. 6). The
majority of data points in Fig. 6 correspond to nominally 4
percent inlet turbulence intensity, generated in this facility by
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Fig. 6 Profile loss measurements

means of a single row of bars upstream of the cascade. The in­
fluence of free-stream turbulence on primary efficiency is
simply tested at a few selected conditions by measurements
with the turbulence grid removed.

Transition Detection. Laminar-turbulent transition was
investigated using two distinct techniques.

For the uncoated vanes a flattened pitot probe was trailed
along the surface at a constant height to detect the change in
the boundary layer mean velocity profile which accompanies
transition. The associated steepening of the velocity gradient
results in a higher velocity at the height of the probe, and
hence the dynamic pressure ratio

Q/Qo = P probe - Pst.tic

POI -pst• tic

will also increase and this can be used as a transition indicator.
The variation of Q/Qo for the uncoated variant at three

Reynolds numbers spanning the range of the loss
measurements of Fig. 6 is illustrated in Fig. 7.

The principal method used for detecting transition on the
TBC vanes was by a novel use of heated thin-film
anemometers painted onto the TBC surfaces. The applied
substance, designated "liquid bright platinum 05-X"
(Englehard Industries), is a mixture of metallo-organic com­
pounds dissolved in inorganic solvents containing platinum
but also with small amounts of other metals. Fired in an ox­
idizing atmosphere to MO°C, the organic portion is burned
away leaving a very thin, continuous metallic film. As many as
six or seven coats are applied with firing after each until an ac­
ceptable film resistance is obtained. The maximum film
thickness, according to [15], is 0.25 ~m per application, which

in this case would result in a maximum total film thickness of
less than 2 ~m - the approximate measured (CLA) roughness
of the polished TBC vanes. The actual total film thickness is
likely to be less th"tn this due to the porous nature of the
plasma-sprayed TBC, which, according to [1], resembles "a
solid material connected with a network of fine voids in­
terspersed with larger voids." In fact, from magnified
(1000 x) Tallysurf traces, there is no discernible increase in
height due to the films, which are only identifiable from a
slight smoothing of the surface across their 0.5-mm width.
This is because the liquid bright platinum is partially absorbed
by the TBC, and tends to settle in the surface "troughs," as
can be seen from Fig. 8, which shows an electron micrograph
of a film on an as-sprayed TBC surface.

From the sensing films, silver-based conducting-paint tracks
ran to castellations in the ends of the vanes as shown
schematically in Fig. 9. Similar checks were made to ensure
that roughness due to these was admissible. In the ends of the
vanes the leads were bonded to wires for connection to a DISA
55MOI anemometer main unit.

The operating principles of "constant temperature"
anemometry are well documented and are thus not discussed
in depth. Suffice to say that the sensing films work on the
principle that the rate of heat transfer is related to the wall
shear stress [16], and hence that the state of the boundary
layer is reflected in film power. The fluctuating (rms) output is
a sensitive indicator of transition which peaks at approximate­
ly the mid-point of the process.

A high-pass filter was used to separate the high- and low­
frequency components which were then digitized prior to be­
ing stored on a Digital Equipment Corporation PDP 11/24
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Fig. 9 Schematic of thin-film arrangement 

computer. The high-frequency data were preserved by sam­
pling at the rate of 200 kHz using a Datalab DL 2800 transient 
recorder. A low-pass 50 kHz filter was used prior to acquisi­
tion to avoid aliasing errors. 

Variations of a-c rms with suction-surface distance at 
various Reynolds numbers are plotted for both TBC variants 
in Fig. 10. The data are normalized by the mean, or d-c, 
voltage to eliminate differences in film surface area and degree 
of "overheat." 

The suction surfaces only are considered since roughness on 
these is expected to be most influential. For example, in 
cascade tests [6], emery-paper roughness over the whole of the 
convex surface was three times as detrimental to cascade per­
formance compared with that over the whole of the concave 
surface. The critical area was found to be from the throat to 
the trailing edge along the convex surface. 

Discussion of Results 

The variation of primary loss coefficient is shown as a func­
tion of Reynolds number in Fig. 6, together with theoretical 
estimates for smooth vanes for the two cases of (a) all laminar, 
and {b) all turbulent boundary layers. These are specific to this 
particular profile and are obtained from a simplified 
theoretical analysis, detailed in [6], which assumes that the 
flow is two-dimensional, incompressible, and always attached. 

The inference from this comparison is that the steep rise in 
loss for the as-sprayed TBC variant is attributable to a rapid 
advance of transition from around the trailing-edge region at 
Re - 2 x 105 to near to the leading edge at Re ~ 1 x 106. This 
appears to be confirmed by the thin-film measurements of Fig. 
10(a), where the thin-film a-c signal peak shifts from around 
75 to 35 percent of the suction-surface length over the 
Reynolds number range 3.5 x 10s to 5.5x 105. A possible ex­
planation for the wayward variation at the lowest Reynolds 
number of 3.5 x 105 is an oscillating region of separated flow. 
According to Figs. 4, 7, and 10, this Reynolds number is the 
only test condition for which the boundary layer is 
predominantly laminar at the point of minimum pressure, 
where the pressure gradient turns "adverse." However, this 
also applies in the case of the "smooth" profiles which in this 
respect appear well behaved. 

The as-sprayed TBC thin-film measurements stop at Re = 
5.5 x10s since beyond this (1 X I06 and above) the signals 
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Fig. 10(a) Thin-film measurements on as-sprayed TBC vane 
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Fig. 10(D) Thin-film measurements on polished TBC vane 

became noisy and unusable. This may have been due to the 
onset of rough flow where the peaks of the films themselves 
would be expected to shed wakes of their own as well as suffer 
direct buffeting from the turbulence. The apparently asymp­
totic rise in loss thereafter is therefore difficult to explain con­
clusively — particularly since this characteristic is shared by the 
smooth variants and Figs. 7 and 10(b) suggest that these may 
be experiencing further transition. 

The key to understanding the variations at high Reynolds 
number may possibly be provided by the measurements with 
the turbulence grid removed. Based on these admittedly few 
points, the rapid advance of transition onset of the as-sprayed 
TBC vane appears to be simply delayed, and the loss appears 
to become independent of Reynolds number, as though fully 
rough, almost immediately afterward. In contrast, the "grid-
out" curves of the uncoated and polished TBC variants ap­
pear to retain their shape, as though the same process of ad­
vancing transition occurs, though delayed, without the excita­
tion of a turbulent free-stream. 

The above interpretation implies that although all of the 
"grid-in" curves appear similar in form above Re ~ 1 X 106, 
this is not necessarily due to the same cause. The question that 
remains is: What might be responsible for the rise in the as-
sprayed TBC loss if advancing transition is discounted? 

The effects of free-stream turbulence on turbulent bound­
ary layer skin friction and heat transfer are known to be 
potentially significant [17-19]. More specifically, the strength 
of these influences is considered to depend on mainly three 
parameters: turbulence intensity, the momentum thickness 
Reynolds number, and the ratio of free-stream dissipation 
length scale to boundary layer thickness [20, 21]. Concen­
trating on the second of these, according to the analysis of 
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[20], turbulent boundary layers will be particularly susceptible 
to the influence of free-stream turbulence when the momen­
tum thickness Reynolds number exceeds a nominal 
"threshold" level of about 5000 (reduced viscous damping of 
turbulence entrained from the free-stream being a possible 
physical explanation). This indeed appears to be evident in a 
number of experimental studies, e.g., [17, 22, 23], giving rise 
to anomalous heat transfer data in particular (free-stream tur­
bulence appears to have a significant effect in some cases while 
a negligible effect in others). 

Although this is not normally an issue since gas turbine 
aerofoil momentum thickness Reynolds numbers are usually 
well below the so-called threshold level, in this case, based on 
the measured trailing-edge boundary layers at the highest vane 
Reynolds number, Re9, for the uncoated, polished TBC, and 
as-sprayed TBC variants were approximately 4500, 6000, and 
11,400, respectively (which relative values are consistent with 
other measurements [4]). 

In addition, the ratio of free-stream dissipation length scale 
to boundary layer thickness, previously referred to, may also 
be relevant. Free-stream turbulence should be expected to 
have maximum impact when this ratio is equal to unity [21], 
and this may be more likely in the case of the as-sprayed TBC 
vanes due to their appreciably thicker boundary layers. 

Hence, although the evidence is somewhat circumstantial, it 
is possible that at high Reynolds numbers the as-sprayed TBC 
variant suffers more from an exaggerated effect of free-stream 
turbulence on turbulent shear, as distinct from advancing 
transition detected on the smooth vanes. 

Finally, it is useful to ask whether any quantitative com­
parisons can be drawn between the data and established rela­
tionships such as Feindt's critical roughness for transition, or 
the demarcation of the roughness regimes. A possible ap­
proach, given the uncertainty in defining ks, is to accept and 
make use of the Feindt criterion, so that Re ~ 2 x 105, around 
which point the as-sprayed TBC loss starts to take off, cor­
responds to the critical roughness Reynolds number, Rek = 
120. This gives ks ~ 40 /tin for the as-sprayed surface (10 fim 
CLA) which is reasonable considering that the quoted 
"critical" vane Reynolds number is neither precise nor local. 
The hypothesis of fully rough flow above Re ~ 1 x 106 for the 
case of the as-sprayed TBC variant is also seen to be feasible 
given the choice of the above critical roughness datum. 

Conclusions 

The measurements confirm the general importance of sur­
face finish in terms of its effect on cascade efficiency. In par­
ticular, there is the possibility of significant extra loss, depend­
ing on Reynolds number, due to the thermal barrier coating in 
its as-sprayed state. In this situation polishing coated vanes is 
shown to be largely effective in restoring their performance. In 
addition, there appears to be a critical low Reynolds number 
below which the range of roughness tested has no effect on 
cascade efficiency. 

The profile loss measurements are substantiated by transi­
tion and other boundary layer measurements, where the 
former involves a novel use of thin-film anemometers painted 
and fired onto the TBC surfaces. Although the technique was 

unsuccessful at high Reynolds numbers thought to coincide 
with fully rough conditions, it was otherwise effective. 
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A Review of Staggered Array Pin 
Fin Heat Transfer for Turbine 
Cooling Applications 
yl rew'ew of heat transfer and flow friction data for staggered arrays of pin fins in 
turbine cooling applications is presented. This review presents discussions on local-
and array-averaged heat transfer, the effects of different geometric parameters such 
as pin height and pin spacing on heat transfer and flow friction, and the effect of the 
accelerating flow in converging pin fin channels. A review of current heat transfer 
correlations is also presented with recommendations for correlating parameter limits 
and correlation accuracy. The correlations currently available for friction factor are 
reviewed, with an attempt to account for the effects of the converging channels. 

Introduction 
Pin fin banks are one common geometry used to increase 

the internal heat transfer to a turbine blade or vane. A pin fin 
bank is an array of short cylinders which usually span the 
cooling flow passage. They increase the internal wetted 
(cooled) surface area and increase the passage flow tur­
bulence. One common arrangement of pin fins is a staggered 
array (Fig. 1). 

The pin fins commonly used in turbine cooling have pin 
height-to-diameter ratios H/D between 1/2 and 4 due to blade 
size and manufacturing constraints (Lau et al., 1985). Arrays 
of long cylinders (H/D > 8) have been in use in the heat ex­
changer industry for some time. The heat transfer in long pin 
arrays is dominated by the cylinders while the endwall effects 
have been shown to be secondary (Zukauskas, 1972). Short 
pins (H/D < 1/2) are used in certain types of plate-fin heat 
exchangers where the cooling crossflow normal to the pins is 
closely constrained by the endwalls (Webb, 1980). The heat 
transfer in these arrays is dominated by the endwalls and the 
exposed surface area is actually reduced with the presence of 
the pins. Interpolation between these two cases will not solve 
the case of intermediate-sized pin fins used in turbine blades 
and vanes. 

The heat transfer in turbine blade pin fin arrays combines 
the pin heat transfer with the endwall heat transfer. The end-
wall heat transfer is considerably greater than the smooth wall 
case as would be expected. The pins serve to break up the flow 
and increase the turbulence. The pin heat transfer is 
dominated by the edge effects. Sparrow et al. (1984) used a 
long cylinder attached to a wall in crossflow to demonstrate 
the cylinder-endwall interaction. Flows with ReB = 3500 to 
23,000 (where ReB = pU^D/fi andD is the cylinder diameter) 
were tested. His boundary layer thickness (U/U„ = 0.98) 
varied from y/D = 0.8 for the highest Reynolds number to 
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Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 19, 1987. Paper No. 
87-GT-201. 

y/D = 1.3 for the lowest Reynolds number. Using both flow 
visualization and a naphthalene mass transfer technique, 
Sparrow showed that the wall-cylinder interactions were all 
confined to within one diameter of the wall. The effect of the 
wall was shown to decrease the nearwall cylinder heat transfer 
relative to the heat transfer away from the wall where the 
cylinder is unaffected by the endwall. The conclusion to be 
drawn from this study is that the average pin heat transfer for 
relatively short pin fins in turbines should be lower than long 
cylinder heat transfer rates. 

I • O 

STAGGERED PIN FIN ARRAY 

Fig. 1 Pin fin array notation 
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The cooling air flow is characterized by the pin fin bank 
Reynolds number. Zukauskus (1972) divides the flow into 
three categories for long tubes. Below Re^, < 103, the flow pat­
tern is predominantly laminar. This case has been numerically 
investigated by Launder and Massey (1978) for long tubes. An 
intermediate flow regime occurs between 1 0 3 < R e D < 2 x 105, 
where the boundary layer around the cylinder contains both 
laminar and turbulent regions. This is the operating regime 
associated with turbine blade cooling. Both cylinder vortex 
shedding and turbulence production occur within this range. 
Flow rates higher than Re^, > 2 x 10s are classified as critical 
flows since the flow is highly turbulent. 

Pin Fins Under Uniform Flow: Staggered Array Heat 
Transfer 

Array Averaged Heat Transfer. Van Fossen (1982) 
published an early paper on pin fin cooling in a staggered ar­
ray. He used two four-row banks with pins placed in an 
equilateral triangular spacing. The two geometries tested were 
H/D =1/2, x/D = 1.732, S /D = 2 .0 , and H/D = 2, 
x/D = 3.464, S/Z? = 4.0. Although Van Fossen developed a 
correlation based on volume and area averaging (to be dis­
cussed later), his data and correlation can be recast to 
demonstrate a Reynolds number dependence of 

(1) 
NuD = 0.153 Re f l

a685 / (geometry) 

for 300 <ReD < 120,000 

Metzger and associates (Haley, 1983; Metzger et al., 1981, 
1982a, 1982b, 1986) have done extensive studies of pin fin 
banks with H/D= 1.0 and S/D = 2.5. Most recently, Metzger 
et al. (1986) correlated the effect on heat transfer of stream-
wise pin spacing, for geometries varying from x/D=1.5 to 
x/D = 5. The data were correlated using 

Nup = 0.135 ReD°-69(x/D)~034 (2) 

for 1.5 < x/D < 5.0 
S/D = 2.5 
H/D = 1.0 
and 103 <ReD <105 

After applying a correction factor to Van Fossen's data to 
account for the difference in number's of rows averaged, 

Metzger stated that the above equation predicted Van Fossen's 
data well and should be good for 0.5 <H/D <3.0. 

Arora and Abdel Messeh (1983) studied pins for H/D - 1. 
They used a ten-row length pin fin rig similar to Metzger's. 
Copper pins were glued onto the copper sidewalls with a high 
conductivity epoxy to reduce the pin-endwall contact 
resistance. Four different pin fin array geometries were tested. 
Arora's data are well predicted by both the Metzger and Van 
Fossen correlations. Out of the 17 points compared by the 
authors, only one point differed from these correlations by 
more than 20 percent. 

Zukauskus (1972) proposed a heat transfer correlation for 
long tubes of the form 

NuB = 0.35 Re^,0-60 / (geometry) (3) 
This Reynolds number exponent was also confirmed by Spar­
row et al. (1978, 1980). Simoneau and Van Fossen (1984) 
studied the heat transfer on the pins in a staggered array with 
relatively short pins (H/D = 3.0). They found the Reynolds 
number exponent varied between 0.59 and 0.65 when cor­
related row by row. 

The classic research on long pin fins (H/D = 7.72) was 
documented by Kays and London (1955) (PF-4) for heat ex­
changer applications. The results show significantly higher 
heat transfer than the previously quoted short pin fin studies. 
These data showed a Reynolds number dependence that was 
approximately 0.5, suggesting a fundamental difference in 
flow phenomena between short and long pin fins. Kays and 
London's test section contained wire trips on the endwalls. 
This may alter the interpretation of comparisons with smooth 
wall pin fin results. 

Brigham and Van Fossen (1984) studied taller pins of height 
H/D = 4. Both a four-row and an eight-row test section were 
studied. Higher heat transfer coefficients were measured than 
were reported in the shorter pin fin rigs, similar to the findings 
of Kays. Here again, a different Reynolds number dependence 
suggests a different mechanism for heat transfer. 

Peng (1984) studied longer pin fins with H/D = 4 and H/D 
= 6. He varied the pin spacing while keeping the ratio of 
transverse to longitudinal pin spacing equal to unity. Peng 
used 8, 11, and 16 row arrays, depending on pin spacing, to 
determine channel-averaging Nusselt numbers. Unfortunate-

N o m e n c l a t u r e 

A' = 

At = 

Af = 

D = 
D' = 

Dh = 

/ = 

h = 
H = 
k = 

Van Fossen average flow 
area of pin fin bank (equa­
tion (9)) 
minimum flow area of pin 
fin bank 
total heat transfer surface 
area 
pin fin heat transfer sur­
face area 
pin diameter 
Van Fossen hydraulic 
diameter (equation (7)) 
tube bank hydraulic 
diameter (equation (12)) 
flow friction factor = 
AP/2PVlmN) 
heat transfer coefficient 
height of pin 
thermal conductivity of air 
thermal conductivity of 
pin material 

L = streamwise length of pin 
fin bank 

m = fin effectiveness (equation 
(16)) 

m = mass flow rate of air 
through pin fin bank 

M = flow Mach number 
N = number of rows of pins in 

streamwise direction 
S = transverse distance (center-

to-center) between pins 
[/„ = free-stream fluid velocity 

V = open volume in pin fin 
bank 

Kmax = maximum flow velocity 
between pins at Amin 

W = width of entire channel 
transverse to flow 

x = streamwise distance be­
tween pins 

y = vertical distance from end-
wall (Sparrow et al., 1984) 

NuD = 

Nu£>' = 

Nu^,, = 

Nuw = 
Nup = 
Refl = 

Re™ = 

P 

pin fin array Nusselt 
number = hD/k 
Van Fossen Nusselt 
number = hD'/k 
hydraulic diameter Nusselt 
number = hDh/k 
Nusselt number of wall 
Nusselt number or pins 
pin fin Reynolds number 
= mD/diA^) 
hydraulic diameter 
Reynolds number = 
mDh/(vAmin) 
fin efficiency of pin 
pin fin bank efficiency 
channel convergence angle 
viscosity of air 
density of air 
converging array heat 
transfer multiplier equa­
tion (5) 
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2 Local row resolved pin fin heat transfer (Metzger ef al., 1981) 

ly, his test rig had a very low aspect ratio {W/H = 2 and 3); 
heat transfer also took place from the side walls, which were 
parallel to the pins. Peng's results do show higher heat 
transfer than the short pin fins and a different Reynolds 
number dependence. 

It is evident from the above studies that the heat transfer 
varies to the Reynolds exponent of about 0.60 for arrays with 
long pins and for the pins themselves. This is perhaps not sur­
prising when viewed in light of the heat transfer for a single 
cylinder in crossflow; for example, Holman (1972) suggests 

NuB = 0.193Rez)
0-618 

(4) 
for the average heat transfer around a single cylinder in 
crossflow in the Reynolds number range 4000 < ReD < 
40,000 (the approximate range of interest here). This equa­
tion, for a single cylinder, bears an amazing resemblance to 
equations (1) and (2), which were for arrays of short pin fins. 
A comparison of the Reynolds number exponent for the single 
cylinder with the value for pin fin arrays and the pins 
themselves indicates that the physical mechanism driving the 
heat transfer for long pin fins and the pins is flow around the 
pin (with the attendant vortex shedding, etc.). 

The impact of the endwall on heat transfer for shorter pin 
fins can be expected to have a greater Reynolds number 
dependence; smooth wall heat transfer channel correlations 
for turbulent flow vary with the 0.8 power. The 0.69 Reynolds 
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Local turbulence intensity as measured by Metzger and Haley 

exponent of Metzger and Van Fossen for short pins clearly 
results from the combination of these two phenomena (i.e., 
the endwall impact on long pin or cylinder heat transfer). 

Local Heat Transfer. Limited work has been done to 
study the local variation in heat transfer through a pin fin 
bank. Metzger et al. (1981) studied the row-by-row variation 
of heat transfer in a pin fin bank for a staggered array. Heat 
transfer was found to increase for the first few rows, reach a 
peak or maximum, and then slowly decrease toward an 
asymptotic, fully developed value. Typical results from this 
study are given in Fig. 2. Haley (1983) found the location of 
the row where the peak heat transfer occurred was observed to 
vary with streamwise pin spacing x/D. This peak moved from 
the fifth or sixth row for x/D = 1.05 up the second or third 
row for x/D = 5.0. 

Metzger et al. (1986) characterized the row-by-row variation 
with a single curve given in Fig. 3. The shaded area in this 
curve represents the variance of the data tested. This curve was 
used to account for the differing number of rows used in the 
different studies. For example, when comparing the four-row 
data of Van Fossen (1982) with the ten-row data sets of 
Metzger et al. (1982b), the four-row data were multiplied by 
the factor Nu10/Nu4 calculated from Fig. 3. Both Nu4 and 
Nu10 are averages calculated from this figure. Although Fig. 3 
was derived for pins of height H/D = 1, the curve's ap­
plicability was assumed to apply to all of the pin heights. 

Metzger and Haley (1982a) found that the local maximum 
and subsequent decrease in heat transfer was related to the tur­
bulence level. The hot-wire turbulence intensities measured 
showed a similar peak and decrease in turbulence level. Figure 
4 is a reproduction of their hot-wire results. These results 

96/Vol. 110, JANUARY 1988 Transactions of the AS ME 

Downloaded 01 Jun 2010 to 171.66.16.56. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1000' 

800-

600 

400' 

300' 

200 

100 

801 

40 

S/D = 2.5. H/D = 1.0. N = 10 

X/D 

• 1.05 

A 1.50 

1.79 

103 104 105 

Fig. 5 Effect of streamwise spacing on array-averaged pin fin heat 
transfer (Metzger et al., 1982) 

should be used with caution since the measurements were 
made at only one point in each row. The highly complex 
nature of the flow field makes these turbulence measurements 
highly dependent upon probe location. The relative fourth 
row maximum of turbulence displayed in Fig. 4 helps to ex­
plain the local row heat transfer trends. The higher turbulence 
levels would contribute to higher heat transfer rates measured 
at the third and fourth rows. 

Simoneau and Van Fossen (1984) also measured the tur­
bulence intensities in a six-row pin fin channel for a staggered 
array. The measurements showed that for a channel with pins 
H/D = 3.01, a peak turbulence intensity occurs at the third to 
fourth row with decreasing turbulence following through to 
the sixth row. This is consistent with Metzger's observations. 

Brown et al. (1980) studied the row-by-row variation of heat 
transfer in a converging pin fin channel. The flow accelerated 
in the streamwise direction. However, as Metzger suggests, 
"Even though the heat transfer is resolved to individual rows, 
the large number of parameters involved, coupled with 
relatively high experimental uncertainties make the results dif­
ficult to generally interpret" (1981). The absence of guard 
heaters for the first and last row further complicate the results. 

Effect of Streamwise Spacing of Pins. Metzger et al. 
(1982b) studied the relative effects of streamwise pin spacing 
(x/D) on array heat transfer. Test rigs using copper endwalls 
and wooden pins were constructed for this test. The use of 
wooden pins in measuring pin fin array heat transfer was 
demonstrated by Metzger and Haley (1982a). They used both 
thermally conducting copper pins and nonconducting wooden 
pins in similar arrays. Nusselt numbers in the latter study were 
based on the uncovered wall heat transfer area as opposed to 
the total exposed wall and pin surface area used in the former 
study. The nonconducting pin rig results predicted the con­
ducting pin heat transfer coefficients within 10 percent. This 
conclusion afforded the possibility of testing many different 
pin fin geometries without having new rigs built. 

The streamwise pin spacing variation experiments were run 
using the nonconducting wooden pins. The study found that 
the heat transfer does vary significantly with streamwise pin 
spacing as shown in Fig. 5. Clearly, increasing the streamwise 
spacing between pins results in decreasing the array heat 
transfer. The difference between the closely spaced pins 
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fin heat transfer (Brigham and VanFossen, 1984) 

{x/D = 1.05) and the most widely spaced pin array {x/D = 5) 
was approximately 100 percent at ReD = 103. This difference 
decreased to 50 percent at Re^, = 105. The inconsistency of 
the x/D = 1.79 case is possibly noise related (Metzger et al. , 
1982b). Similar noise effects were observed by Theoclitus 
(1966) for in-line pin arrangements. Equation (2) (Metzger et 
al., 1986) appears best to correlate this effect. 

Effect of Pin Height on Array-Averaged Heat 
Transfer. Brigham and Van Fossen (1984a) investigated the 
effect of pin height on array-averaged heat transfer. Their 
results on the effect of H/D are presented in Fig. 6. Unfor­
tunately, a single constant smooth channel Nusselt number 
was used to normalize all the pin fin data in this figure. Figure 
6 does represent the relationship between pin height and 
overall heat transfer level, not the heat transfer increase over a 
smooth channel. Nevertheless, these results clearly show that 
for H/D less than three, there is no effect of H/D on array-
averaged heat transfer. For H/D greater than three, the heat 
transfer increases rather significantly with increasing H/D. 
These results concur with the previous discussion of short ver­
sus long pin fin heat transfer. 

A physical explanation for this observation can be made . 
For short pins, the endwalls compose a significant portion of 
the heat transfer surface; the pin heat transfer is dominated by 
the endwall interactions. The scale of the turbulent vortices 
can be expected to be of the order of the pin diameter, which is 
of the same order as the channel height for short pins. The 
flow will be well mixed with no separation of wall and pin ef­
fects. As the pins lengthen, a greater percentage of the surface 
area is comprised by the pin. Endwall-pin interactions no 
longer dominate the flow near the center of the channel. This 
is consistent with the previously mentioned observations of 
Sparrow et al. (1984), where a cylinder is affected by the end-
wall on the order of one diameter away from the wall. The pin 
heat transfer average, therefore, approaches cylinder-in-
crossflow, which is higher than short pin fin heat transfer. The 
available data suggest that increases in pin heat transfer coeffi­
cient and area dominate the reduced fin efficiency as H/D in­
creases, thereby leading to higher overall heat transfer. 

Heat Transfer: Pin Versus Endwall. Simoneau and Van 
Fossen (1984) studied the heat transfer on the pins in a stag­
gered pin fin array. The channel aspect ratio was quite small 
(2.05). The results showed a 7 to 15 percent difference in heat 
transfer between a single pin alone in the channel and a single 
pin in a row of pins. The ratio of the maximum velocities, 
however, was 1.55. Simoneau concluded that , at least for the 
pin heat transfer, maximum flow velocity based on the 
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Table 1 Row-resolved pin heat transfer (Simoneau and Van 
Fossen [1984]) 

H/D =3.01, S/D = 2.67, x/D=2.67 
Percent increase in pin heat 

Row number transfer over the first row 
_ _ 
3 64 
4 58 
5 46 
6 46 

minimum free flow area was not the proper correlating 
parameter. Simoneau claimed that the average channel veloci­
ty should be used as the reference velocity for the Reynolds 
number. However, the correlation by Metzger et al. (1986), 
equation (2), uses the maximum channel velocity and gives 
good results thereby indicating that Simoneau's conclusion 
does not apply to the combined pin and endwall. 

The heat transfer results measured by Simoneau agree well 
with the array heat transfer trend of Metzger. These data are 
presented in Table 1. A third row peak in the pin heat transfer 
level was measured with decreasing heat transfer from the 
fourth row on. 

Metzger and Haley (1982a) also studied the individual pin 
heat transfer rates in a staggered array. They used a microfoil 
gage attached to a heated pin to measure heat transfer with 
respect to circumferential location on a pin. All measurements 
were made at the midspan of the pin and circumferential heat 
transfer was averaged. They observed the third to fifth row 
peak in Nusselt number that Simoneau had noted. Metzger 
also got good agreement between his first row Nusselt number 
and those predicted by Zukauskus for long pins. Heat flux 
measurements were not made at the ends of the pins, so that 
endwall effects could not be studied. 

Van Fossen (1982) studied the average heat transfer effects 
of the first four rows of pins in a staggered pin fin array. 
Through the use of two different pin materials, copper and 
wood, the heat transfer coefficient of the pins relative to the 
endwalls was deduced. For the four-row rig used, Van Fossen 
claimed the pins have a 35 percent higher heat transfer coeffi­
cient than the endwalls; this claim has never been verified. 

Metzger et al. (1982a) studied the endwall heat transfer as 
compared to the overall pin fin array heat transfer in a stag­
gered pin fin array. They used thermally nonconducting 
wooden pins and calculated the heat transfer based on the ex­
posed endwall surface area only. They found the endwall heat 
transfer coefficient to have almost the same level as the com­
bined pin-endwall average. The endwall heat transfer did 
show a slightly lower Reynolds number dependence than the 
overall pin-endwall average for spacing of x/D =1.5, S/D = 
2.5, H/D = 1.0, and x/D = S/D = 2.5, H/D = 1.0. No at­
tempts were made to confirm Van Fossen's conclusion that the 
pin heat transfer coefficient was 35 percent higher than the 
endwall heat transfer coefficient. 

Effect of Channel Convergence on Heat Trans­
fer. Brigham (1984b) studied the effect of channel con­
vergence on pin fin heat transfer. Two rigs were constructed 
with four rows of pins of spacing S/D = 4 and x/D = 3.464. 
The first rig had a constant height of H/D = 2.0 with the side 
walls moving closer together, decreasing the rig width. This 
was designed to measure just the effect of flow acceleration. 
The second rig had a constant width with converging endwalls 
and the channel height varying from H/D = 2.0 to 1.0. The 
included angle was 3.8 deg. This rig was designed to measure 
the combined effect of accelerating flow and decreasing pin 

height. Both test sections had the same inlet-to-outlet area 
ratios. 

Brigham found that the constant height pin fin channel pro­
duced Nusselt numbers that were virtually equivalent to the 
nonaccelerating heat transfer numbers. The decreasing pin 
height rig however produced Nusselt numbers that were about 
20 percent below those of the constant pin height case. 
Brigham therefore concluded that changing pin height was the 
dominant effect. However, based on the previous discussion, 
pin height does not have a significant impact on pin fin heat 
transfer for H/D < 3; so it seems that (local, between pin) ac­
celeration is a more likely candidate for explaining the ob­
served decrease in heat transfer with convergence. 

Metzger et al. (1986) studied the local row heat transfer in a 
pin fin array converging at an angle of 2.54 deg. The six-row 
geometry tested had S/D = 2.5, x/D = 1.5, and the pin 
heights decreased from H/D = 1.0 to H/D = 0.6. Metzger 
verified the findings of Brigham that the converging array heat 
transfer fell below the constant height, nonconverging data. 
He attributed this phenomenon to the effect of the ac­
celerating flow. Decreases in accelerating flow heat transfer 
have been measured over smooth flat plates and explained as 
the suppression of turbulence by the acceleration; whether this 
is also the case in converging pin fins remains to be seen. 
Metzger proposed a multiplying factor <j> to account for this 
accelerating effect and correct the average heat transfer coeffi­
cient in converging channels 

^ = 2.28Re£,-°-096 (5) 
Brown et al. (1980) also studied the effect of channel con­

vergence. Unfortunately, the heat transfer data did not appear 
to follow a specific trend. More data are still required before 
the effects of channel convergence can be known with any 
confidence. 

Effect of Entrance Condition on Heat Transfer. Limited 
work has been done on the problem of how the entrance flow 
condition affects the pin fin array heat transfer. Lau et al. 
(1985) recently used the naphthalene mass transfer technique 
to measure endwall heat transfer in a pin fin array. Two 
smooth duct entrances with lengths of 4 and 21 hydraulic 
diameters were used to determine how far into the array the 
entrance condition affects the endwall heat transfer. They 
found no dependence on entrance effect occurred after the 
second row. 

The effect of a row of jets impinging on a pin fin array has 
not directly been studied. However, a related study on tube 
banks was carried out by Sparrow and Yanezmoreno (1983). 
They used long cylinders (H/D = 12) with different entrance 
conditions. They had a square duct and placed square area 
ratio contractions in front of the tube array. Using a flow 
visualization technique, they found that a 2:1 area ratio con­
traction affected the flow up to about the fifth row and a four­
fold contraction had effects up to the eighth row. The effect of 
a row of jets impinging on a pin fin bank is expected to be less 
penetrating, owing to the more even distribution of jets and 
the damping effects of the endwalls. 

Evaluation of Current Pin Fin Correlations for Ar­
ray-Averaged Heat Transfer 

Current heat transfer correlations for staggered pin fin ar­
rays were examined to verify their accuracy with the published 
staggered array data. The Metzger equation (2) and the Van 
Fossen equation (1) appear to predict the short pin array heat 
transfer well. The Faulkner (1971) equation should be used to 
evaluate the array-averaged heat transfer in pin fin arrays with 
longer pins. 

The literature data used in the following figures were col­
lected from the references previously mentioned. Typical heat 
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transfer coefficients were determined either from tabulated 
values or graphically. Only a few points were used from each 
study. These points spanned the range of Reynolds numbers 
tested. The data were then converted to the appropriate non-
dimensional parameters where necessary. 

A comparison of published data to the correlation of 
Metzger is given in Figs. 7 and 8. Figure 7 contains data points 
for H/D S 3; Fig. 8 covers the longer pins. These figures pre­
sent the relationship between the measured pin fin Nusselt 
numbers and those predicted by Metzger. In order to derive 
those predicted values, equation (2) was modified to account 
for the number of pin rows tested. This multiplying technique 
was previously discussed in reference to Fig. 3. Therefore, the 
predicted Metzger Nusselt number was found using 

Nu, 
N u „ = ^ -

Nu„ 
Nur (6) 

n o rows 
Figures 7 and 8 present lines representing 20 percent over 

and 20 percent under the correlation. The legend at the top of 
each figure contains the initial of the lead author, the year of 
the publication as contained in the bibliography, and the x/D, 
S/D, and H/D of each study, respectively. 

The Metzger correlation provides a reasonably accurate 
prediction of the short pin fin heat transfer. Only one point 
lies outside the ± 20 percent range; the data which fall outside 
of the correlation are for extremely close streamwise spacing 
of the pins {x/D = 1.05). The correlation is much less accurate 
for the longer pin heat transfer (Fig. 8). Based on the previous 
discussion of the effect of H/D on pin fin heat transfer, this 
result is not unexpected. 

Figures 9 and 10 show Van Fossen's pin fin correlation in 
relation to the measured data. These graphs are similar to 
those of Figs. 7 and 8, except that the Nusselt numbers are 
based on the Van Fossen hydraulic diameter D', instead of the 
pin diameter D, and the Reynolds numbers on the Van Fossen 
flow area, A', instead of ^4min. The measured data were con­
verted to the Van Fossen definitions using the following equa­
tions: 

D'=-
4V 

~A7 

D' (H/D) [4(x/D)(S/D) - TT] 
~D~~ 2(x/D)(S/D) + TT[H/D-1 /2] 

and 

A'=-

A' (S/D)-(w/4)(x/Dy 

(S/D -1) 

(7) 

(8) 

(9) 

(10) 

The final Van Fossen predictions were also adjusted for row 
effects using Fig. 3. 

The Van Fossen correlation provides a reasonable predic­
tion of the short pin results (Fig. 9). The very short streamwise 
x/D spacing data of Metzger were poorly predicted by Van 
Fossen as they were by Metzger. Figure 10 illustrates that the 
Van Fossen correlation is even less accurate than Metzger's for 
prediction of long pin data. 

A correlation was proposed by Faulkner (1971) based on 
long pin fin data. He considered only equilateral triangularly 
spaced pin fin geometries, where x/D = (V3/2) (S/D). He 
used infinitely long cylinders and Kays data (1955) (H/D — 8) 
to correlate the endwall heat transfer. He correlated the data 
successfully with 
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Here again, Fig. 3 was used to modify equation (11). Since 
the Faulkner equation only considered triangularly spaced ar­
rays, two different methods were used in determining the pin 
spacing parameter S. The first method was to use the 
transverse pitch as the characteristic pin spacing length. The 
second approach was to use the triangulated average of the 
transverse pitch and the distance between two pins of adjacent 
rows. The iatter approach did not correlate the data as well as 
the transverse pin approach. Use of the transverse pitch in the 
Faulkner correlation will be implied from this point on. 

For short pins (Fig. 11), the data fall within 20 percent of 
the correlation with a few notable exceptions. The correlation 
accuracy is apparently good for a limited range of x/D. For 
very close spacing, the Faulkner correlation underpredicts the 
heat transfer data of both Metzger et al. (1982b), and Arora 
and Abdel Messeh (1983). The lower limit on x/D appears to 
be 1.5. The very long stream wise spacing of Metzger (x/D = 5) 
is well below the predicted Faulkner Nusselt numbers. Arora's 
data for x/D = 3.39 correlate with the Faulkner curve. 
Therefore the streamwise pin spacing limits are 1.5 < x/D < 
3.4. 

For long pins (Fig. 12), the Faulkner correlation is 
reasonably accurate except for widely spaced pins. The data of 

Nur ,= [». 023 + 
4.143 exp[-3.094Z)/S-0.89(S///)0-5075] 

D . 0.2946 
K e Z ) / l 

Re r sP r i . (ID 

where 

Dh = -
At 

(12) 

This correlation had the advantage of approaching the long 
tube correlations for large H/D. It also collapsed to the 
smooth duct correlation for small H/S and large S/D. The 
reason for choosing the correlating parameters H/S and D/S 
was strictly because they best fit the data. 

The Faulkner correlation is compared with the existing data 
in Figs. 11 and 12. The measured data were converted to 
Nusselt and Reynolds numbers based on the hydraulic 
diameter Dh using 

Dh = 
4^mi„ L 

A, 

Dh 4(x/D)(H/D)(S/D-l) 

~D " 2(x/D)(S/D) + TT(H/D - 1/2) 
(13) 

Brigham and Van Fossen (1984a), Peng (1984), and Van 
Fossen (1982) all fall below the Faulkner correlation. The 
transverse pin spacing limits are therefore recommended to be 
S/D < 4. 

The conclusion to be drawn from the data comparisons is 
that two correlations should be used to characterize pin fin 
heat transfer. Separate correlations should be used for the 
short and long pins. The short pin heat transfer (H/D < 3) 
should be predicted using either equation (1) or (2). Both do 
an equally good job of representing the data. Metzger's cor­
relation appears more accurate than Van Fossen's (though not 
adequate) for long pins, and requires less mathematical 
calculation. Based on the data correlated, suggested limits for 
pin spacing are 1.5 < x/D< 5.0 and 2.0 < S/D <4.0. 

Long pin heat transfer (H/D > 3) should be predicted using 
the Faulkner correlation, equation (11). As stated before, the 
limits on the correlation's accuracy appear to be 1.5 < x/D 
< 3.4 and 2.0 < S/D < 4.0. For both short and long pins, 
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row effects should be accounted for using Fig. 3. If pin 
geometries conform to the above limits, a ± 20 percent ac­
curacy can be expected. 

In using the above correlations, it is important to under­
stand the use of the resulting heat transfer coefficients. The 
heat transfer coefficients used are defined based on the total 
exposed area of both pin and endwall, and on an average sur­
face temperature (again, pin and endwall). In thermal model­
ing of pin fins, the pins must be modeled, or the pin fin chan­
nel effectiveness must be accounted for. 

This pin fin channel efficiency is found using: 

o = PENG DATA: H/D = 4.0 0 = PENG DATA: H/D = 6 

a — v 
A, 

(1-1) fin) 

where 

and 

ffin 
tanh(m H/2) 

(m H/2) 

OT = 
Ah 

Kpin D 

(14) 

(15) 

(16) 

The conductance for a wall with a pin fin array attached is 
then calculated as: 

hA pin fin = Vt h* A, (17) 

Pin-Fins Under Uniform Flow: Staggered Array Fric­
tion Factor 

Average Friction Factor. Limited attention has been 
focused on the problem of the hydraulic resistance in a pin fin 
bank. This is because the relative pressure drop across the pin 
fin bank is often small when compared to the losses associated 
with impingement slots and other flow restrictions. However, 
accurate friction data are still desirable in turbine blade 
design. 

Damerow et al. (1972) studied pin fin channels with ten 
rows of pins. His H/D varied from 2 to 4 with various pin 
spacing geometries. He found that H/D had no effect on the 
friction factor. Damerow did find that his data were well 
above the long tube correlation of Jacob (1938). Jacob's cor­
relation was given as 

/ = 0.25+ -
0.1175 

1.08 J Ref l-°-16 (18) 
(S/D-I) 

Damerow used the Reynolds exponent from the above correla­
tion to derive the correlation: 

/ = [2.06 (S/D)"1-1] R e ^ 0 - 1 6 (19) 

He found that for low pin fin bank inlet Mach numbers (M 
< 0.36), friction factor was not a function of row number. 

Metzger et al. (1982b) measured the friction factors in ar­
rays with short cylinders. Contrary to Damerow, they ob­
served that their data were well represented by long tube cor­
relations of Jacob. Metzger correlated his data with the curves 

and 

/=0.317Re B -°- 1 3 2 

for 103 <RejD < 104 

/=1.76R e z >-0-3 1 8 

for 104 <Re D <105 

mdH/D=l, S/D = 2.5, 
and 1.5 < x/D <5.0 

(20) 

(21) 

With the exception of x/D = 1.79, where unusually high fric­
tion measurements were recorded, the correlation fit the data 
to ±15 percent. 

10" 

10" 

10" 
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Fig. 13 Comparison of staggered array friction factor data 

Comparisons between the correlation of Metzger et al. 
(1981) and the data of Peng (1984) are illustrated in Fig. 13. In 
Fig. 13, Peng's data agree quite well with the Metzger correla­
tion. Note that H/D appears to have little effect on the fric­
tion level, except at the widest transverse spacing. The effect 
of S/D is more pronounced. As S/D becomes larger, the 
Damerow predicted friction factor decreases, approaching 
Metzger. Damerow's smallest transverse pin spacing was S/D 
= 4.24, which may account for this observation. Equations 
(20) and (21) appear to be quite accurate for a large range of 
H/D and S/D (specifically, 0.5 <H/D <6.0, and 2.0 <S/D 
<4.0). 

Brown et al. (1980) reported friction measurements for a 
nonconverging pin fin array. A pin fin geometry of x/D = 
1.23, S/D = 3.0, and H/D = 1 . 5 was investigated. Friction 
factor results were well above the correlations of Metzger, 
Damerow, and Jacob. One possible explanation for this devia­
tion could be that the pins were quite close in the streamwise 
direction. 

Effect of Channel Convergence on Friction Fac­
tor. Brown et al. (1980) measured the effects of channel con-
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vergence on friction factor. Convergence angles of 0, 10, 15, 
and 20 deg. were used in this study. A reproduction of his 
results are presented in Fig. 14; clearly, the friction factor 
decreases as the convergence angle increases. Even though 
Brown's nonconverging data did not agree with other correla­
tions, an attempt was made to correlate the relative effect of 
convergence using a single correlation factor (similar to the 
approach Metzger used with heat transfer). Each convergence 
angle data set was correlated with Ref l"

016 as suggested by 
Jacob. A multiplying factor was then correlated with 

fpu = exp ( - 0.06120) (22) 
J0 deg 

for 0 < 6 < 20 
104 < Re^ < 105 

S/D=3, X/D=l.23, H/D=1.5 
The resulting correlation is shown in Fig. 14. It is interesting 

to note that a 15 percent decrease in friction factor is predicted 
for the 8 = 2.54 case. The equivalent decrease in heat transfer 
as measured by Metzger is from 6 percent to 20 in heat transfer 
for Refl = 10,000-50,000. Further verification of equation (22) 
is necessary, since the effects of flow separation make a 
Reynolds analogy type of comparison inappropriate. 

Conclusions 

Pin fin heat transfer averaged over the array appears to vary 
with Reynolds number to a power between 0.6 and 0.7, de­
pending on H/D. The local row-resolved heat transfer in stag­
gered pin fin arrays increases to a peak in the first three to five 
rows followed by a slight decay in the succeeding downstream 
rows. The heat transfer split between the endwall and the pins 
remains unclear, although they appear to be of the same 
magnitude. There is no significant effect of pin height to 
diameter ratio below H/D of 3.0; for pin heights with H/D 
greater than 3.0, the array heat transfer increases with increas­
ing H/D and approaches the long tube value. The effect of pin 
fin channel convergence appears to be separate from the pin-
height effect; converging pin fin channels can reduce heat 
transfer and flow friction by as much as 20 percent. 

The Faulkner correlation appears to be appropriate for ar­
ray averaged heat transfer of long pins. Both Metzger and Van 
Fossen provide adequate heat transfer correlations of short 
pin fin data. Metzger provides an acceptable approach for 
staggered array flow friction. 

Recommendations 

There are a number of areas in pin fin heat transfer and 
flow friction that still require research. Some of these have 
been previously mentioned; there are others that require com­
ment. One of the most glaring omissions in the area of short 
pin fins is the effect of the pin-endwall fillet; for most turbine 
cooling applications this fillet radius is approximately equal to 
the pin diameter. All of the research to date has been ac­
complished with little or no pin-endwall fillet. Since a signifi­
cant amount of the turbulence associated with short pin fins 
can be expected to be generated in the corners at the pin-end­
wall junction, the impact of the corner fillet may be signifi­
cant. It is recommended that research be performed to deter­
mine the impact of the pin-endwall fillet on pin fin heat 
transfer. 

The impact of pin fin array inlet conditions also requires 
some attention. Many cooling designs use inlet impingement 
on the first row of pins. The inlet impingement is usually 
assumed to increase the heat transfer in the first rows and 
bring the heat transfer to a "fully developed" value at the sec­
ond or third row. Additional research is recommended to con­
firm this assumption. 

The row resolved heat transfer requires further research. An 

o = ANGLE = 0 DEG 0 = ANGLE = 10 DEG 

<• = ANGLE = 15 DEG n = ANGLE = 20 DEG 

RED 

Fig. 14 Comparison of Brown's friction factor data to equation (22) 

attempt, by the authors, to develop a generalized correlation 
for row resolved heat transfer had to be abandoned when it 
became obvious that there were insufficient data for a 
generalized correlation. The row-resolved curve suggested by 
Metzger (Fig. 3) is the best available; however, its general ap­
plicability is questionable. 

A generalized correlation of the effect of pin channel con­
vergence must await additional research in spite of the fact the 
vast majority of cooling designs using pin fins do so in a con­
verging channel. Even though this effect is only on the order 
of 20 percent, when combined with the uncertainty of this and 
the other heat transfer correlations, it may lead to significant 
uncertainties in airfoil metal temperatures and turbine lives. 
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Aerodynamic Design of a Power 
Turbine for an Aircraft Derivative 
Marine Gas Turbine 
Based on the aerodynamic design and development of a power turbine for an 
aircraft derivative marine gas turbine in our engineering practice and taking account 
of the specific features of a marinization effort, this paper describes the design 
approach and aerodynamic characteristics of the said power turbine, including 
parameter selection, design methodology, comparison of flow calculation results 
obtained by simple radial equilibrium and full radial equilibrium method, and a 
versatile design of the power turbine capable of rendering two power ratings. Also 
described is the use of variable geometry stator blades to accommodate a small 
amount of adjustment to the gas generator outlet parameters. 

Introduction 

In 1967 the British royal Navy made the momentous 
decision that all large and medium-sized naval surface ships 
would from then on be powered by gas turbines. Since then, 
more and more gas turbines have been used as propulsion 
plants in Soviet and U.S. naval surface vessels. Today, gas 
turbine engines have been favorably and widely accepted by 
the navies of nearly all major powers. 

The fast-growing aircraft engine manufacturing industry 
has provided many high-quality gas turbines which can serve 
as prototype engines for marinization units. There are the 
following advantages to such aircraft derivative marine gas 
turbines: low cost, simplicity in installation, light weight, and 
modular construction. The above-cited features have greatly 
facilitated marinization efforts. The modification of aircraft 
engines for marine use has now been widely acknowledged as 
an important means of obtaining reliable main propulsion 
plants for naval surface vessels and has since demonstrated its 
superior potentialities. 

In China a great deal of work has been done concerning the 
marinization of certain types of aircraft engines with some 
experience being accumulated in the process. In this paper the 
authors intend to sum up the experience gained in their work 
on the aerodynamic design and development of power 
turbines for marine gas turbines. 

Power turbines of naval gas turbines operate, as a rule, 
under off-design conditions. Many gas turbines are designed 
to work at all loads with partial loads accounting for a 
predominant portion of the load profile. Power turbines of a 
versatile design are preferred, because such a design makes 
them fit for use on various gas generators and for many ap­
plications, thereby resulting in a low cost. Consequently, such 
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factors as long life, high efficiency, low loading, versatile 
design, and low production cost should be given special atten­
tion during the aerodynamic design of power turbines. 

Selection of Parameters 

After turbine initial data have been set, during the ensuing 
aerodynamic calculation some design parameters of the power 
turbine should be selected with due consideration of the design 
philosophy to be followed and past successful experience. 
Several of these parameters may sometimes be contradictory 
with one another, in which case one has to weigh the pros and 
cons and then decide on an optimum solution. 

Determination of the Number of Turbine Stages. In 
designing a new turbine, the first problem encountered is to 
decide how many stages should be selected, i.e., how large a 
stage loading to be used. In recent years, with the advances in 
transonic stage design techniques and the application of 
control vortex design, etc., there emerged a marked increase in 
turbine stage loading. In spite of this, a restriction in loading 
magnitude still exists, above which a deterioration in 
efficiency will result. 

In their design practice to change the two-stage power 
turbine of the MGT-2 marine gas turbine to a one-stage 
turbine, the authors discovered that after increasing the stage 
loading the modified stage experienced a marked increase in 
aerodynamic loading with the result that the said stage even at 
the design point would work under near-sonic or transonic 
conditions with a significant deterioration of stage outlet 
conditions (a significant increase in outlet Mach numbers, a 
conspicuous deviation of the outlet flow from the axial 
direction, an increase in nonuniformity of outlet temperature 
and pressure fields, etc.) and the modified single stage was 
subject to more unfavorable conditions in terms of component 
strength. With regard to engines for naval use, several aspects 
have to be considered. Such engines are often required to work 
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under off-design conditions; a decision has to be made 
whether the engine is to work as a boost gas turbine (in this 
case, a smaller number of stages and higher stage loading are 
feasible) or as an engine operating at various loads; 
concerning the tappng of engine potential power there should 
be a design margin to serve as a reserve; and lastly, whether a 
cantilever support system for the engine should be used. 
Nowadays the average stage enthalpy drop of power turbines 
is set at approximately 20-25 kcal/kg. During the MGT-10 
power turbine design, our calculations have shown that with 
the two-stage version being changed to a three-stage one, the 
increase in efficiency is only 0.5 percent. Therefore, taking ac­
count of th eproduction cost and mechanical support re­
quirements, the authors have settled for the two-stage version. 

Distribution of Enthalpy Drop. Calculations of various 
versions have shown that in the case of multistage turbines, if 
a larger portion of enthalpy drop is allocated to the front 
stages, a somewhat higher turbine efficiency will result. 
However, such a stage is more sensitive to off-design working 
conditions. In the MGT-10 power turbine design, in con­
sideration of the off-design conditions, the authors have 
selected a slightly higher enthalpy drop for the second stage, 
i.e., higher than the average by 7.1 percent. 

Speed Selection. Under a definite load factor requirement, 
the power turbine speed selection shall be governed by the 
following factors: turbine dimensions, turbine component 
strength (blade stress, disk rim stress, limitation of shaft jour­
nal speed, etc.), its effect on rear transmission gears, tapping 
of potential power output, optimum speed ratio and leaving-
velocity loss, etc. The authors hold that it is appropriate to set 
the power turbine speed at less than 6000 rpm. 

Determination of Speed Ratio U/CT. Speed ratio U/CT, 
a average blade speed divided by *JAHT is a main parameter 
having an effect on the power turbine performance. In select­
ing speeds, allocating stage enthalpy drops and determining 
the stage average diameter, the speed ratio should be kept 
within an optimum range. 

Selection of the Meriodional Channel Form. The use of a 
constant inner diameter for the power turbine can lead to a 
relatively simple manufacturing technology being required, 
but the outer wall expansion angle will be rather great. For the 
selection of expansion angle, the following values are used: the 
upper expansion angle of the flow path < 25 deg, the lower 
expansion angle < 20 deg, the total expansion angle of the 
flow path < 35 deg, and the abrupt change in expansion angle 
not greater than 7 deg. Practice has shown that the meridional 
channel form has a marked effect on flows (flow angle and 
flow velocity) and the degree of reaction. 

Fig. 1 Calculated speed distribution along blade profiles 

Selection of Turbine Outlet Mach Number Mr As far 
as marine gas turbines are concerned, the magnitude of outlet 
Mach number has a great effect on the engine static efficiency, 
weight, and dimensions as well as component strength. With 
Mc assuming a high value, the leaving velocity loss will be 
high, turbine static efficiency will decrease, and engine power 
output will be reduced. In contrast to this, a small value of 
MC2 will lead to an increase in the last stage and exhaust piping 
dimensions. Calculations of the MGT-10 engine in various 
versions have shown that when Mc is increased from 0.3156 
to 0.3558, the turbine static efficiency will be reduced from 
87.56 to 84.25 percent. The authors hold that for power tur­
bines of gas turbines with a medium power output or higher it 
is proper to set MC2 at less than 0.30-0.32. 

Methodology of Design and Calculations 

In the aerodynamic design of power turbines, the authors 
have employed a one-dimensional aerodynamic design and 
characteristics calculation method, a simple radial equilibrium 
calculation method, and a meridional streamline curvature 
method based on a complete radial equilibrium. For blade 
profiles, an engineering analytical method has been used along 
with the method of calculating flows around blade profiles by 
solving direct problem of blade-to-blade flows. 

Through their design practice the authors hold that the 
following design methodology can basically satisfy the 
engineering requirements of the present-day power turbine 
aerodynamic design: By use of the meridional streamline cur­
vature method based on a complete radial equilibrium, an in­
direct problem design is conducted to determine the radial 
flow parameters of various sections, i.e., to determine the 
velocity triangles of various sections; following this, an 
engineering analytical profiling method (or graphic profiling 

Nomenclature 

A = thermal equivalent of work 
C = gas absolute velocity 

Cr = theoretical velocity 
corresponding to stage 
enthalpy drop 

G = mass flow 
g = gravitational acceleration 
/ = incidence angle 

/* = stagnation rothalpy 
K = streamline curvature 

LTU = turbine stage theoretical work 
M = Mach number 
m = meridional direction 
p = pressure 
R = radius 

Re = degree of reaction 

s = 
T = 
U = 
w = 
Y = 
a — 
P = 

AH = 
Aa = 

5T = 
€ = 

VT = 
X = 

entropy 
temperature 
blade speed 
gas relative velocity 
quasi-normal direction 
absolute gas flow angle 
relative gas flow angle 
stage enthalpy drop 
stator blade outlet angle 
increment 
turbine expansion ratio 
included angle between the 
normal and quasi-normal 
direction 
turbine efficiency 
nondimensional velocity 

p = density 
co = rotational speed 

Subscripts 
i = local 

m = meridional 
u = tangential 
0 = stator inlet 
1 = stator exit or rotor inlet 
2 = rotor exit 
I = first stage 

II = second stage 

Superscripts 
* = stagnation 

= nondimensional 
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Fig. 2 Comparison of calculation results of full radial equilibrium and 
simple radial equilibrium methods 

method) can be employed to design the blade profiles of 
various sections; then, with direct problem calculation of 
blade-to-blade flows, the flow distribution around blade pro­
files of various sections is calculated (Fig 1). In case the speed 
distribution falls short of expectations, corrections to the 
blade profiling should be carried out, until a satisfactory 
pressure distribution is obtained. At the same time, a direct 
problem calculation for the turbine design shall be performed 
to determine the turbine characteristics. During the calcula­
tion of direct and indirect problems for the turbine design, a 
certain margin should be reserved for the stage design. As 
regards efficiency, the turbine should be provided with a 
design "zone," instead of a point. 

Selection of Design Vortex. When using the streamline cur­
vature calculation method, the rotor blade outlet vortex Clu 

serves as input data. In selecting vortex versions, one can use 
the traditional free vortex design or the controlled vortex 
design. The authors are of the opinion that the basis for mak­
ing such a selection should be the magnitude of stage loading 
and the degree of reaction in the radial direction. Our design 
experience has shown that if the power turbine stage being 
designed pertains to the category of medium loading with 
relatively large hub/tip ratio and small expansion angle, it is 
proper to employ free vortex design or a design very similar to 
it. In case the use of free vortex design leads to a calculated 
degree of reaction having a deteriorating radial distribution 
with the degree of reaction at the root excessively low or rotor 
blade deflection angle excessively large, it is necessary to 
employ the controlled vortex design. In addition, when engag­
ing in a controlled vortex design according to the optimum 
loading coefficient L = gL^/U2 it is possible with an increase 

in radius to accordingly increase the element stage enthalpy 
drop of various sections. Our design experience has shown 
that even for a stage of medium loading, the radial unequal 
amount of work done should not be made too great, otherwise 
there will emerge supercritical flows. The authors hold that it 
is proper to keep the change in enthalpy drop from hub to tip 
within the range of 5-7 percent. 

Comparison of Complete Radial Equilibrium Calculation 
and Simple Radial Equilibrium Calculation. In the design of 
the MGT-10 engine power turbine, the calculation based on 
simple radial equilibrium C\/R = dP/pdR has been com­
pared with that using the full radial equilibrium (in this case, 
the radial pressure gradient has not only been balanced by the 
centrifugal force produced by a circumferential velocity com­
ponent, but balanced by the centrifugal force which is pro­
duced by the streamline curvature term and the slope term; in 
addition, the radial change in entropy has also been taken into 
account). 

dY 

"sine dW,„ 

W,„ dm 
-K„, cos € W, ]-

lA\dY dY J 

Wu d(RWu+oiR2) 

R 3Y •1 — 
J w„, 

The results of comparison are shown in Fig. 2. From the com­
parison of these results it can be shown that in a turbine stage 
of medium loading with relatively large hub/tip ratio and 
small expansion angle, its three-dimensional effect is not very 
pronounced. In such circumstances there will not be a signifi­
cant difference between the calculation results of the full 
radial equilibrium and simple radial equilibrium methods. 
Consequently, the use of the conventional simple radial 
equilibrium method can still result in a moderate reliability. 

Versatile Design 

In aircraft derivative engine marinization efforts a question 
may be raised of providing a versatile design capable of ac­
commodating two power ratings. For example, by adding a 
stage or two to the original low-pressure compressor, an 
uprated engine can be obtained with a minimum modification 
of the power turbine. In the proposed versatile design, the two 
power ratings differ by 13.3 percent with the turbine of lower 
power rating having a_relatively large decrease in nondimen­
sional mass flow, i.e., AGX = — 14.72 percent. 

Key Parameters Exercising a Decisive Influence on a Ver­
satile Design. Our experience of realizing a versatile design has 
shown that the key parameters of a versatile design are the tur­
bine inlet nondimensional mass flow G, = G Vrj /PJ and the 
stage speed ratio U/CT (or stage loading coefficient LTU = 
gLjy/U2). The decisive one of these two parameters, 
however, is the turbine inlet nondimensional mass flow, which 
has an effect on continuity equations, flow path area, and ex­
pansion ratio, and has a direct bearing on the success or 
failure of rendering the anticipated power output. The 
magnitude of the power turbine inlet nondimensional mass 
flow of the two-power-rating engine plays an important role in 
realizing a versatile power turbine (i.e., no need for turbine 
modification) or in deciding by what means to achieve such a 
versatility of design. The speed ratio U/CT has a relation to 
velocity triangles, blade profiling, and the possibility of retain­
ing the same working points for the two-power-rating power 
turbine, i.e., it has a direct bearing on the efficiency and per­
formance achievable by the versatile turbine design. 
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Methods Used to Effect a Versatile Design. The versatile 
design of the power turbine is closely related to that of the 
engine. The gas generator outlet parameters (through the in­
termediary of the transition section) are simply the power tur­
bine inlet parameters. In fact, in the versatile design of a two-
power-rating engine, the gas generator and the power turbine 
should always be considered as an integrated whole. 

A Single Power Turbine Accommodating Two Power 
Ratings, When the inlet nondimensional mass flow of the two-
power-rating power turbine remains nearly constant, it is 
possible to use one and the same power turbine. For example, 
IM2500 and IM2000 have, respectively, GI250o = 0.0528 and 
GI20oo = 0.05241. Their nondimensional mass flow differs by 
AGt = (GI2500 — GI2ooo)/GI25oo = 0.317 percent. To cause the 
inlet nondimensional mass flow of the two-power-rating tur­
bine to remain nearly unchanged, a versatile design for the gas 
generator was carried out by introducing adjustable guide 
vanes for the compressor and changing the design of high-
pressure turbine stator and rotor blades. By maintaining a 
relatively good speed ratio (working point) one can modify the 
power turbine speed to make it match with the loading. 

In case the inlet nondimensional mass flow of the two-
power-rating turbine has different values, a versatile design 
can be realized through the following measures: changing the 
throat area of stator blades for the power turbine, changing 
the meridional channel (blade cropping), making the second 
stage of the higher-power-rating engine a versatile design. 

Use of Adjustable Stator Blades. The use of a variable 
geometry turbine constitutes an effective way of improving-
engine off-design performance. Adjusting the turbine stator 
area enables the turbine within a certain range of nondimen­
sional mass flow to work under a fixed pressure ratio. Due to 
the fact that in a versatility-oriented adjustable angle calcula-

o -I -2 -3 -4 ~S 
Fig. 7 Variation of 5^ with Aa-u 

tion, with the exception of the change of stator blade outlet 
absolute flow angle alt the turbine flow has already been set, 
one can employ the turbine characteristics calculation method 
to conduct the adjustable angle calculation aiming at a ver­
satile design. 
_ For a certain power turbine under the designed values of 
GlL and X„1IL when decreasing the setting angle of the first 
stage stator blade outlet angle, the calculated characteristics 
curves of the following values, which are shown in Figs. 3-7, 
can be obtained: rotor blade outlet absolute flow angle a2, 
rotor blade incidence angle /, stage enthalpy drop, the degree 
of reaction of stage isentropic enthalpy drop Re, power tur­
bine stagnation expansion ratio Sf-. 

To achieve the expansion ratio required by design purposes, 
the setting angle of the first stage stator blades should be made 
smaller by 4.81 deg. Compared with the higher-power-rating 
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version, this is equivalent to a decrease in area of 21.33 per­
cent. In this case the inlet incidence angle of the first stage 
rotor blades assumes a value as high as 26.5 deg and the degree 
of reaction at the average diameter decreases from 0.3552 to 
0.1654. In this versatile design, the authors also made calcula­
tions of some versions by assigning simultaneously a smaller 
setting angle for these two stages of stator blades. The version 
withAan = -4.1 deg and Aanl = -4.2 deg has been found 
to be a better one under which the required expansion ratio is 
attained. Compared with the case when the setting angle of 
only one stator blade row is made smaller, the simultaneous 
decrease in setting angles of two rows of stator blades can lead 
to somehow improved incidence angles, degree of reaction, 
and distribution of enthalpy drop. 

When the use of the power turbine versatile design is such 
that the lower-power-rating turbine is called on to work as a 
higher-power-rating one, taking account of the increase in tur­
bine inlet nondimensional mass flow, one can use the method 
of increasing the setting angle of the stator blades. Our 
calculations have shown that for a multistage turbine, the 
greater setting angle of only the first-stage stator blades will 
not bring about a significant improvement, because such an 
approach is restrained by the blockage effect produced by the 
subsequent rows of stator blades (of course, including the 
rotor blades of respective stages). 

Changing Meridional Channels {Blade Cropping). When 
the power turbine versatile design is used in such a way that 
the higher-power-rating turbine is called on to work as a 
lower-power-rating one, the blades of the higher-power-rating 
power turbine may be properly cropped as required, i.e., to 
change the form of the boundary streamlines. The input 
vortex value C2u can be obtained from the meridional flow 
calculation results of the higher-power-rating power turbine 
by way of interpolation. The adjustment calculation should be 
conducted several times until the desired performance and ap­
propriate parameters are obtained. 

In our versatile design, the blade height relative to the 
higher-power-rating power turbine has been successively 
decreased by 14, 11.8, 12, and 10 percent in order to satisfy 
design requirements. The radial aerodynamic parameters of 
the lower-power-rating turbine (such as alt /3j, 182, a2, etc.) 
assume values nearly equal to the geometry parameters (to be 
determined by the higher power rating). The values of a{ and 
/32 which determine the cascade outlet area differ by less than 
0.5 deg. The rotor positive incidence angle at the average 
diameter is about 4 deg and the maximum value at the tip can 
be as high as 5-6 deg. 
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A Versatile Design for the Second Stage of the Higher-
Power-Rating Turbine. In the versatile design of a certain 
engine, the nondimensional mass flow of the two versions dif­
fers by AGj = -2.3 percent. The second-stage flow path 
dimension of the higher-power-rating engine has been retained 
with the rotor and stator blade profile unchanged and first 
stage redesigned. 

Some Measures Taken to Improve the Versatile Design. In 
performing a versatile design, the overall engine design should 
be well coordinated with the power turbine design. It is 
necessary to select the gas generator outlet gas parameter very 
carefully in order to establish a sound basis for the versatile 
design. The important thing to remember is to keep the value 
of the nondimensional mass flows of the higher- and lower-
power-rating power turbines as nearly equal as possible. This 
can be achieved by proper control and adjustment of the gas 
flow rate and temperature as well as the pressure ratio during 
the gas generator modification design. 

To enable the higher- and lower-power-rating power turbine 
to have the working points arranged as closely as possible to 
one another, it is desirable to keep the speed ratio U/CT con­
stant as far as possible. If necessary, one can change the power 
turbine speed. 

It is preferable to use a low loading for the power turbine 
along with a certain reserved margin of aerodynamic loading 
and component strength. The radial distribution of the degree 
of reaction should be rational. An excessively low degree of 
reaction, especially at the root, is to be avoided. 

In conducting a versatile design, the difference in U/CT 
values of the higher- and lower-power-rating engines will in­
evitably lead to an incidence loss. Consequently, during the 
blade profile design process, it is recommended, depending on 
specific circumstances, to select some negative incidences, the 
magnitude of which can be determined, using the data of Ji 
and Qiang (1979). If possible, it is recommended to increase 
rotor blade leading edge radius properly in order to improve 
off-design performance. 

Use of Adjustable Stator Blades to Accommodate a 
Small Amount of Adjustment of the Gas Generator 
Outlet Parameters 

In the modification design of aircraft derivative engines for 
marine use, the power turbine to be matched with the gas 
generator is sometimes required to accommodate a certain 
amount of adjustment of the gas generator outlet parameters, 
as is the case with the design of the MGT-10A engine. 

To satisfy the abovementioned requirements, the authors 
have introduced adjustable stator blades for the first stage of 
the power turbine. The turbine characteristics under various 
setting angles have been calculated in order to determine its 
performance when adjustable stator blades are used. 

From Fig. 8 it can be seen that at a definite value of \„ i r and 
5j- with the adjustment value of Aa^ being not great, AG{ is 
basically linear with Aan and the variation in efficiency may 
be neglected. 

Conclusions 

1 The design of power turbines for marine use should be 
conducted with due emphasis on long life, high efficiency, low 

- loading, and a versatile design. Parameters such as the number 
of stages, enthalpy drop distribution, rotating speed, outlet 
Mach number, etc., have been selected with the above-cited 
design philosophy in mind. 

2 The power turbine aerodynamic design method de­

scribed in this paper can satisfy relevant design objectives. By 

following the abovementioned design approach a high-
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quality, reliable, and rugged power turbine can be obtained. 
The design vortex should be selected with due attention to the 
special features of marine use. In many applications, the free 
vortex design has been a frequently used design approach. 
With the increase in stage loading, decrease in hub/tip ratio 
and the enhancement of the expansion angle of meridional 
channel, etc., the use of controlled vortex design has become 
indispensable. 

3 Among the key parameters in the power turbine versatile 
design we can list the power turbine inlet nondimensional mass 
flow and speed ratio. When the power turbine nondimensional 
mass flow undergoes a very small change, we can use one and 
the same power turbine. In case the change is relatively small 
with AG: not greater than 3-4 percent, it is possible to retain 
the second stage and design anew the first-stage versatile ver-
sion (reference is made to the two-stage power turbine). When 
the AG[ change does not exceed 10-15 percent, the versatile 
design can be realized by way of manipulating the adjustable 
stator blades (a decrease of the stator blade setting angle). 
With a still greater variation of the value of AG!, the im­
plementation of versatile design by changing the meridional 
channel (blade cropping) is in order. 

4 The authors have emphatically pointed out that in carry­
ing out a versatile design, the design of the whole engine 
should be meticulously made to fit in with that of the power 
turbine and, with respect to the gas generator outlet gas 
parameter, minor changes are sometimes advisable in order to 
provide a good basis for the versatile design. 

5 The use of adjustable stator blades for the power turbine 
first stage can accommodate a small amount of change in gas 
generator outlet parameters. This will facilitate the adjustment 
testing of the gas generator as well as the adjustment on the 
test rig of the engine as a whole. 
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Performance Charaoteristics of 
Two- and Three-Dimensional 
Impellers in Centrifugal 
Compressors 
Tfte overall performance of two- and three-dimensional impellers of a centrifugal 
compressor were tested and compared. A closed-loop test stand with Freon gas as 
the working fluid was employed for the experiments. The inlet and outlet velocity 
distributions of all impellers were measured using three-hole cobra probes. As a 
result, it has been revealed that three-dimensional impeller in terms of efficiency, 
head coefficient, and operating range. Further, it has also been clarified that the im­
peller slip factor is affected by blade angle distribution. 

Introduction 
Both two- and three-dimensional impellers are widely used 

in centrifugal compressors. Three-dimensional means twisted 
blade and two-dimensional means constant blade angle from 
hub to shroud. The high-pressure single stage impellers used 
for turbochargers and gas turbine compressors are three-
dimensional inducer impellers, because of the high per­
formance requirements. In multistage centrifugal com­
pressors, on the other hand, two-dimensional welded or cast 
type impellers have so far been used, because of the need to 
reduce axial length and manufacturing costs. However, three-
dimensional impellers have been increasingly used for in­
dustrial multistage compressors in order to meet energy saving 
requirements. 

In the case of high specific speed two-dimensional impellers, 
the leading edge of the blade is almost parallel to the axis and 
the blade inlet angle distribution from hub to shroud is almost 
constant. The distribution of radial velocity component be­
tween the hub and shroud for such an impeller is nonuniform. 
Therefore, a large incidence loss at the inlet occurs as a result 
of mismatching between the inlet flow and blade angle. In 
order to achieve a smooth inlet flow into the impeller, and to 
improve impeller performance, it is necessary to incorporate 
leading edge twist and to vary blade angles from hub to shroud 
throughout the impeller. Mishina et al. [1] investigated the 
performance of high specific speed three-dimensional im­
pellers, and showed that the three-dimensional impellers has 
superior characteristics to the two-dimensional one. 

On the other hand, as low specific speed impellers have 
short inlet length, the flow nonuniformity between hub and 
shroud is so small that incidence loss at the inlet can be greatly 
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reduced. The overall performance of a two-dimensional im­
peller is thought to be better than that of a three-dimensional 
one due to the short flow path through the impeller channel. 
The difference in performance between two- and three-
dimensional impellers in centrifugal compressors has, until 
now, undergone little investigation. Therefore, it is not yet 
clear to some designers whether to select a two- or a three-
dimensional impeller for a given specific speed. To investigate 
the difference in performance between a three-dimensional 
impeller and a two-dimensional one, the author designed four 
types of impeller with the same diameter, blade exit width, 
blade exit angle, and number of blades. These consisted of a 
three-dimensional type with an inducer (3DI), a three-
dimensional type (3D), a quasi-three-dimensional type (Q3D), 
and a two-dimensional type (2D). These were designed using a 
quasi-three-dimensional flow analysis method [2, 3]. In this 
study, the overall performance and exit flow pattern of each 
compressor were measured, and the performance differences 
among them were compared. 

Design Method 

Relative velocity distributions were calculated by use of a 
quasi-three-dimensional flow analysis. All the impellers were 
designed to have nearly the same mean relative velocity 
deceleration ratios, on the shroud streamline, at the design 
flow rate. The meridional and blade shape of each impeller are 
shown in Fig. 1. All impellers were made by aluminum alloy 
precision casting. The blade camberline of the 2D type was cir­
cular. The dimensions of the tested impellers are shown in 
Table 1. 

Table 1 
D2= 0.57 m 
b2 =0.018 m 

/3w=45deg 
Z=15 

N, = 0.321 
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Fig. 1(a) Fig. 1(b) Fig. 1(c) Fig. 1(d) 

Fig. 1 Impeller types: (a) three dimensional with inducer (3DI); (b) three dimensional (3D); (c) quasi-three dimensional (Q3D); (d) two dimensional 

The blade angle distribution on the mean streamline is il­
lustrated in Fig. 2 as a function of the nondimensional merid­
ional streamline length. This angle is measured from the 
tangential direction. It is clear from this figure that the angle 
distributions of the 2D impellers gradually increase from inlet 
to outlet; however those of the Q3D, 3D, and 3DI types initial­
ly increase up to the middle of the flow path, and then 
decrease toward the impeller outlet. Figures 3(o, b) indicate 
the ratio of relative velocity to the circumferential velocity of 
each impeller at the design flow rate through the flow path, as 
a function of nondimensional meridional streamline length. 
Relative velocity distributions on the shroud streamline are 
shown in Fig. 3(a), and those of the hub streamline are shown 
in Fig. 3(d). It is clear that the inlet relative velocities of the 2D 
and Q3D type are slightly higher than those of the 3DI and 3D 
as the result of large blade inlet diameter, but the relative 
velocity reduction ratio on the shroud streamline is thought to 
be nearly the same for each impeller. Relative velocity 
distributions through the hub streamline of the 3D and 3DI 
impellers decelerate greatly at the inlet section, whereas those 
of 2D and Q3D types have nearly the same pattern as at the 
shroud streamline. 

Apparatus 

In order to test with circumferential Mach numbers up to 
unity, Freon gas was used in a closed loop, thus enabling 
reduction in rotational speed and input power to the com­
pressor. A direct current motor was used to drive the com­
pressor through a step-up gearbox, and the compressor speed 
was changed from 1000 to 6000 rpm. 

Loop layout and dimensions were per ASME PTC10-1965. 
Flow rate was measured by a D-1/2D tapped orifice. To check 
for system thermodynamic stability, the energy balance be­
tween the compressor input power and the heat rejection from 
the gas cooler was monitored. Input power was measured by a 
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Fig. 2 Blade angle distribution 

torque meter with a speed counter installed on the high-speed 
shaft, and the amount of rejected heat from the gas cooler was 
measured from the cooling water heat gain. When both energy 
values coincided within a predetermined range, the system was 
considered stable. Prior to the test, the loop gas was analyzed 
by gas chromatograph to determine the air content. Com­
pressor performance was corrected according to the results of 
the analysis. System pressure was kept slightly higher than at­
mospheric pressure, to prevent air leakage into the loop. An 
automatic data processing device using a personal computer 
was used for real-time performance calculations. 

Experimental Method 

Pressure measurements were carried out using semiconduc­
tor pressure transducers having a ±0.2 percent F.S. accuracy. 
The transducers were calibrated before testing, using a quartz 
pressure gage of ±0.07 percent F.S. accuracy. C-C ther­
mocouples were used for measuring fluid temperatures. These 
were calibrated using a quartz thermometer of ±0.001 °C ac­
curacy, dipped into a constant-temperature bath kept within a 

Nomenclature 

a 
b 
C 
D 
H 

M„ 

m 
Ns 
P 
Q 
r 
U 
W 

velocity of sound, m/s 
width, m 
absolute velocity, m/s 
diameter, m 
polytropic head, kgfm/kgf 
circumferential Mach 
number = U2/a 
meridional length, m 
specific speed = (j>Yl/\p3/' 
pressure, kgf/m2 

volume flow, m3/s 
radius, m 
circumferential velocity m/s 
relative velocity, m/s; work 
coefficient 

x = length, m 
Z = number of blades 

relative flow angle referenced 
tangential, rad 

Pb =. blade exit angle referenced 
tangential, rad 

t) = efficiency, percent 
a = slip factor 
4> = flow coefficient = 

4Q/TTD2U2 

• \p = head coefficient = gH/U2 
0 = angular velocity, rad/s 

Subscripts 
0 = stagnation condition at the 

impeller inlet 

1 = impeller inlet 
2 = impeller outlet 
3 = diffuer inlet 
4 = diffuser outlet 
9 = return channel outlet 

imp = impeller 
m = radial 
p = pressure side 
S = suction side 
u = tangential 
* = reference point (maximum 

efficiency point of the 3DI 
impeller) 
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Fig. 3(a) Relative velocity distribution on the shroud 
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Fig. 3(b) Relative velocity distribution on the hub 

range of ±0.03"C. All calibration data were stored in a 
memory, and were used for real-time calculations of measured 
values. 

A single-stage compressor with an overhanging shaft and 
parallel wall vaneless diffuser was used for this study. A return 
channel was installed after the diffuser, as shown in Fig. 4. 
Outlet flow from the return channel was collected by a volute 
casing through the L-turn section. For the purpose of 
evaluating stage performance, a stage was defined to be from 
the impeller inlet to the return channel outlet. Inlet total 
temperature was measured by using four total temperature 
probes, each mounted on the same cross section of the inlet 
pipe and symmetrically arranged. Inlet total pressure was 
measured by two Kiel probes each located 10 mm upstream of 
the 3DI impeller and symmetrically attached. The locations of 
the probes were fixed during the performance test of four im­
pellers. Static pressures were measured at 12 points of the im­
peller inlet, at 6 points of the impeller outlet, and 12 points of 
the diffuser outlet, each point symmetrically arranged at the 
same cross section. Data for each location were averaged and 
used for calculation. Auto-traversers controlled by 
personal computer were used to drive the cobra probes. These 
probes were used for measuring the impeller inlet and outlet, 
and also distribution of diffuser outlet flow. 

As the outelet flow from the return channel was expected to 
be complex, six Kiel probes and four total temperature probes 
were installed at the return channel exit to measure the flow 
accurately, as shown in Fig. 5. The measured values from each 
of these probes were averaged for calculation. Total pressure 
distribution at the return channel outlet was measured by us­
ing a three-hole cobra probe, and compared with the values 
measured by using Kiel probes. Figure 6 shows the result of 
the comparisons where the abscissa indicates the nondimen-
sional return channel width, and the ordinate indicates the 
ratio of measured pressure to the mean value of the cobra 
probes. The solid line indicates the ratio of the measurement 
obtained at each traverse point with the cobra probe to the 

Cobra probe 

Cobra probe 

Total pressure 
Cobra probe 

Total temperature ~ 
Total pressure 

Fig. 4 Experimental apparatus cross section 
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Fig. 5 Location of probes at the exit of return channel 
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arithmetic mean of the measurements taken over the entire 
passage. For the Kiel probe, the results are also represented by 
the ratio of each measurement to the arithmetic mean. As 
shown in this figure, the measured values from the Kiel probes 
coincided with the mean cobra probe value. Therefore the 
average of the Kiel probe data was taken representatively for 
calculations of compressor performance. 

Experimental Results 

Figures 7(a, b) show in dimensionless values the overall per­
formances of the four types of impellers. Figure 7(a) indicates 
the results at M = 0.7, and Fig. 1(b) at M„2 = 1.0. The 
maximum efficiency of the 3DI is determined as the 100 per­
cent value. Ellipses in these figures represent the measurement 
uncertainty bounds at 95 percent probability of the 3DI im­
peller, i.e., the true value is believed to lie within this estimated 
uncertainty bounds at 95 percent probability, but other marks 
only represent the arithmetical average points. The test uncer­
tainties of latter marks were nearly the same as the values of 
the 3DI impeller. It is clear from this figure that the 3DI im­
peller is superior to the others, in terms of head coefficient and 
operating range. Little difference in efficiency and operating 
range was observed between the 3DI and 3D impellers, except 
for the head coefficient. The Q3D and 2D impellers showed 
relatively inferior performance to 3D and 3DI impellers with 
respect to both head coefficient and operating range. When 
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Fig. 8 Impeller efficiency: (a) M u = 0.7; (b) M u = 1 . 0 

the compressor was operated at M„ = 1.0, the efficiency of 
the Q3D and 2D impellers at lower flow rates was better than 
that of the 3D and 3DI impellers. The choke flow is different 
for each impeller because of different throat areas. This is due 
to the design of each impeller, which has the same relative 
velocity distribution from inlet to outlet; this brought about 
the difference of throat area of each impeller. The work coef­
ficients of each impeller were quite different, as shown in Figs. 
7(a, b). 

Figures 8(a, b) show the impeller efficiencies. To calculate 
the efficiency, mass-flow average total pressures were used, 
which were measured by traversing the cobra probes at eight 
points across the diffuser inlet (r/r2 = 1.05) width. Figure 8(a) 
is at M„2 = 0.7 and Fig. 8(b) is at M„2 = 1.0. In both figures, 
the maximum efficiency of the 3D1 impeller is determined as 
the 100 percent value. From these figures, it can be seen that 
the efficiencies of 3DI and 3D impellers were superior to those 
of Q3D and 2D impellers. If a gas other than Freon is used for 
a similar experiment, the differences in impeller performance 
characteristics will differ slightly from those obtained with 
Freon because of the difference in Reynolds number and 
specific heat ratio. However, this problem is out of the scope 
of this study. 

Figure 9 shows the measured axial and circumferential 
velocity components at the impeller inlet obtained by travers­
ing cobra probes across the cross section. The ordinate shows 
the nondimensional impeller inlet flow passage. The inlet flow 
distributions were almost the same for each impeller as shown. 

Figure 10 shows the measured velocity distributions at the 
diffuser inlet obtained by traversing the cobra probes across 
the width. Immediately after the impeller exit, the gas presents 
a complex flow pattern. Yet, it is known that impeller wake 
mixing is nearly completed before the wake reaches a point 
equal to 1.05 times impeller diameter. Accordingly, a cobra 
probe was installed at this point to measure the well-mixed 
flow. The abscissa indicates nondimensional diffuser width. 
The ordinate shows the tangential and radial velocity com­
ponents divided by the circumferential velocity of the im-
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peller. These figures show that the radial velocity components 
are nearly the same in each impeller, but tangential velocity 
components increase with dimensionality from 2D to 3D. 
The drawn lines in the figure indicate the calculations obtained 
by quasi-three-dimensional analysis, assuming perfect gas 
conditions. It was obvious that the calculated values are in 
agreement with the measured values. The impeller exit radial 
velocity was checked by iterative calculation from the total en­
thalpy, mass flow, and impeller exit static pressure. This value 
was compared with the measurement taken with a cobra 
probe. These two values are in agreement with each other 
within an accuracy of ± 5 percent. 

According to the work coefficient curve shown in Fig. 7 and 
the velocity distribution shown in Fig. 10, it can be deduced 
that the slip factors of these impellers were different. 

Figure 11 shows the slip factors versus flow coefficient for 
each impeller. For the calculation of slip factors the impeller 
outlet velocity was measured by a cobra probe whose measur­
ing position was 1.05 times impeller diameter. Pressure loss 
between the measuring position and impeller outlet were 
neglected. To see the influence of rotational speed, cir­
cumferential Mach numbers were changed from 0.7 to 1.0 at 
0.1 intervals. The -fr marks in Fig. 11 indicate the calculated 
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Fig. 11 Slip factor 

slip factor obtained by quasi-three-dimensional flow analysis 
at M„2 = 0.7. 

The dotted line in Fig. 11 indicates the calculated value from 
the following equation, i.e., Wiesner's formula [4]; 

ff=l-Vsin/3M/Z0-7 (7) 

However, as these lines do not coincide with experimental data 
the author examined this a little more closely as follows. 
Senoo [5] explained that the flow slip in the impeller is caused 
by blade loading which gradually decreases toward the blade 
trailing edge. The relative velocity differences at the suction 
and pressure surfaces (blade loading) of the actual impeller are 
expressed by equation (2) assuming that the streamline is along 
the blade surface [5] 

(Ws-Wp) = - ^ | ( 2 r 0 - Wcos 0)sin 0 
dr 

dm 

rWdfi^ 

dm J 
(2) 

The suction side relative velocity must coincide with that of 
the pressure side at the impeller exit, so equation (2) must 
equal 0 at the impeller exit. For the right-hand terms of equa­
tion (2) to equal 0, the value of dfi/dm needs to be negative. 
Therefore the relative flow angle /3 must become smaller than 
the blade angle /36, therefore flow slip in the impeller channel 
occurs. Distributions of the blade angle fib at the impeller exit 
are expected to affect the flow slip in the impeller channel. 

From Fig. 2 the angle change along the meridional direction 
is different for each impeller. As dfib/dm is negative near the 
outlet of Q3D, 3D, and 3DI impellers according to Fig. 2, the 
blade loading becomes smaller from equation (2). On the 
other hand, with a 2D impeller the blade loading becomes 
larger because of the positive value of d/3b/dm. Wiesner's for­
mula indicates that the greater the number of blades Z and the 
smaller the impeller exit angle f}b2, the smaller the slip of the 
fluid. This coincides with the assertion that the smaller the 
value on the right-hand side in equation (2), the smaller the 
slip of the fluid. It can be considered that for the impellers 
used to derive equation (1), dr/dm = 1 and dfib/dm = 0. To 
apply equation (1) where these conditions are not satisfied, it 
is necessary to replace sin /3W in equation (1) with 

dr rW dj3b 
sin/36 

dm 2ril-Wcos Pb dm 

Since W cos fib is considerably smaller than 2r0 and the 
second term in the above expression is smaller than the first 
term, the following expression can be used in place of sin j8M 

in equation (1): 

As a result, the author modified Wiesner's equation to the 
following: 

ff= 1—Jsin 
dr W dpt 

dm 20 dm 
(3) 

The solid line drawn in Fig. 11 represents the values calculated 
from equation (3). As dfib/dm near the impeller exit is almost 
constant according to Fig. 2, the constant value between 90 
and 100 percent of the impeller exit diameter is used. The slip 
factor estimation must be performed at the time the impeller is 
designed so that the author used impeller exit relative velocity 
W for ideal flow. For this reason, it was assumed that this 
value is the same for all four types of impeller. The solid line 
shows a little higher value than the experimental data. As to 
this, the author assumed that equation (3) was derived from 
equation (1) and Wiesner's slip factor has the possibility of ar­
rangement from many data having the same angle distribu­
tions at the impeller exit. Further investigation on an empirical 
formula that gives the angle distribution along the radius will 
give better predictions of the slip factor of impellers. 

Conclusion 

The performances of four different types of impeller with 
the same exit diameter, blade exit width, blade exit angle, and 
number of blades, i.e., a three-dimensional impeller with an 
inducer (3DI), a three-dimensional (3D), a quasi-three-
dimensional (Q3D), and two-dimensional impeller (2D), were 
tested and examined. It ws found that the 3DI impeller in­
dicated 12.0 percent greater head coefficient and 1.6 percent 
higher efficiency at the maximum efficiency point of M„2 = 
0.7 and 13.8 percent greater choke flow rate at M„2 = 1.0 
than the 2D impeller. The 3D impeller had nearly the same 
performance as the 3DI impeller, except for its head 
coefficient. 

In this study the impeller design specific speed is 0.321, 
while in the literature [1] it is 0.619. Therefore, at least within 
this range, three-dimensional impellers should be adopted. 

The slip of the impeller and, especially, the angle distribu­
tion near the impeller outlet, are affected by the blade loading. 
A modified Wiesner's slip formula (3) will give better slip fac­
tor for the three-dimensional impeller. 
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Analysis of Measurements in 
Vaned Diffusers of Centrifugal 
Compressors 

In vaned diffusers of centrifugal compressors many different flow phenomena in­
terfere with one another, and different geometric parameters influence the flow 
field. Variations of these parameters allow the designer to optimize the diffuser for a 
certain application or to use a variable geometry for controlling the stage over a wide 
range. Two vaned diffusers that differ only in their passage widths are investigated 
using different types of measuring technique, in order to analyze the flow structure 
and to use it as a verification of a calculation method that allows detailed predictions 
of flow field parameters inside the diffuser, by taking into account geometric varia­
tions. Using this method predictions of the flow field of a variable geometry diffuser 
are made and are compared with the measured performance curves of the stage. 

Introduction 
There are different ways to describe the characteristics of 

the diffusion process inside diffusers. Published interpreta­
tions show at least two kinds of description depending on how 
the diffusion process is viewed. General correlations of dif­
fuser performance such as pressure recovery with geometry or 
thermodynamic parameters as inlet Mach number exist in a 
large variety and are very helpful and handy for designers. To 
understand what is really happening inside the diffuser, a 
more detailed knowledge is necessary, which needs much more 
efforts in measurement or more complicated procedures in 
calculation. 

In this paper detailed measurements, steady and instan­
taneous, are shown. They are evaluated in steady flow field 
data as already shown in [1] or instantaneous data as shown in 
this paper, as well as in some general correlations. 

Based on this detailed information, a time-marching 
method has been developed by Wiedermann [2] and verified 
using steady measurements. 

One of the aims of this project was to find design criteria for 
variable geometry diffusers. Besides other data and criteria 
taken from published literature, both the correlations and the 
calculation method mentioned above are employed here to 
calculate the detailed flow field inside a variable geometry dif­
fuser. In order to compare these computations with 
measurements, they are evaluated as averaged general perfor­
mance data and are compared with measured values for the 
stage, because more detailed measurements are not available 
at the moment. 

Experimental Facility 

The test rig is already described in [1] and shown in Fig. 1. It 
consists of a centrifugal compressor having a radial ending im­
peller of 400 mm diameter with 28 blades, 14 of which are 
splitter blades, and two different cambered vane diffusers with 
19 vanes each. The vane shape is the same in both cases with 
leading edges at a radius ratio relative to impeller exit of 
X4 = r4 /r2 = 1.15 and an outer radius ratio of the vaned part of 
X6 = 1.5. The difference of these two diffusers originates from 
a change of the passage width from b2 = 24 mm to &f = 21.6 
mm in the parallel walled part, leading to an alteration of the 
inlet shroud shape between impeller exit and vane leading 
edge. The general result of this variation can be seen in the 
map shown in Fig. 2 and is already discussed in [1]. This figure 
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d collecting chamber a inlet 
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Fig. 1 Simplified sectional view of the compressor 
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Fig. 2 Compresso'r maps with wide and narrow diffuser

Fig. 3 L2F velocimeter in Iront of compressor

difference in mass flow between the two diffusers is propor­
tional to the reduction of throat area. In the higher range it is
less. In [1] it is shown that this is a result of a smoothed flow
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shows the pressure ratio of the stage versus mass flow, reduced
to standard conditions of p= 1.013 bar and T=288.15 K, as
well as the isentropic efficiency of the stage. Measurements are
made with probes for total pressure and total temperature in
the inlet and pressure pipe and a nozzle in the pressure pipe,
respectively. The uncertainties of these measurements can be
quoted at about ±O.l percent in pressure ratio, ±O.8 percent
in efficiency, and ±0.2 percent in mass flow. These results are
compared with the results of steady probe measurements in
the radial space between impeller and vanes as well as
downstream of the vanes combined with a measurement of
pressure distribution throughout the whole diffuser. These
measurements could help to explain the variation in overall
performance that is characterized by a shift of the lines for
constant shaft speed to the left and a rise in pressure ratio and
efficiency mainly at high speeds. In the lower speed range the

---- Nomenclature

impeller pitch, time, m (s)
SubscriptsA area, m2 u circumferential speed, mls

a velocity of sound, mls w relative velocity, mls 0 inlet
B blockage y absolute circumferential 2 impeller exit
b diffuser width, mm coordinate, m 3 diffuser inlet measurement
C absolute flow velocity, mls y relative circumferential COOf- plane

cp pressure recovery, kJIkgK dinate, rn 4 leading edge
m mass flow, kgls Z axial coordinate, m 5 throat
M Mach number a angle in absolute system 6 vaned diffuser exit
n shaft speed, lImin ~ difference eff effective
p pressure, bar A. radius ratio geom geometric
R gas constant, kJ/kgK 1r pressure ratio i inlet
r radius, m «J flow rate coefficient a outlet
T diffuser pitch Of X isentropic exponent s vane

temperature, m (K) f pressure rise coefficient tot stagnation
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profile at diffuser inlet, which leads to equalized incidence 
angles between hub and shroud. 

These measurements had been performed with different 
probes for total pressure, total temperature, and flow angle 
that had been traversed from hub to shroud at four positions 
across the diffuser pitch. By calibrating each type of probe up 
to Mach 0.6 the uncertainty of the measurements could be 
kept below 0.5 percent. 

Knowing that the steady character of the flow that could be 
measured in this way is, at least in a zone immediately 
downstream of the impeller, strongly influenced by the fluc­
tuating flow pattern leaving the impeller, these instantaneous 
effects could be investigated mainly using the L-2-Focus 
technique. Using different windows in the shroud of the com­
pressor (one is shown in Fig. 3) the measuring position could 
be traversed from hub to shroud at least at two different radii, 
X= 1.017 and X= 1.1, and at four positions over the diffuser 
pitch in accordance with those investigated with the steady 
probes. 

As the evaluation of L2F measurements can only be made 
by statistic calculations of the distribution of about 2000 to 
10,000 measured data for each position, one gets an average 
value that has no applicable basis for the analysis of instan­
taneous processes. However by correlating phases of measure­
ment with certain phases of the impeller movement, values of 
absolute velocity and flow angle could be obtained from this 
measurement technique in different time-dependent phases of 
rotor movement. When investigating the wide diffuser, only 
four phases of one type of impeller flow channel could be 
discerned due to this time-consuming technique. Later on in 
the narrow diffuser 16 phases including the splitter blade 
channel could be measured in even less time using im­
provements of the sampling system. The reliability of these 
results depends a lot on the particle size of scattering particles. 
Using oil droplets of less than 1 /tm diameter, the flow direc­
tions of fluid and particles show important differences only in 
connection with strong accelerations as they appear in shocks. 

The uncertainty of the measurement and evaluation method 
of the flow angle is difficult to define. The statistical data 
analysis of many measurements helps to eliminate some uncer­
tainties in the results. On the other hand, it is not easy to 
define what the exact averaged flow angle within an interval 
with flow fluctuation should be. 

In order to have an indication for the accuracy of the 
measurements the mass flow distribution inside the diffuser 
was calculated out of instantaneous pressure measurements 
and the L2F velocity and flow angle measurements. This 
distribution is mainly influenced by the flow angle. The in­
tegration of this mass flow compared to the measured overall 
mass flow never differed more than 10 percent. If this dif­
ference were due to flow angle the uncertainty is less than ±2 
deg. If the 4 percent tolerance of pressure and a 1 percent 
tolerance of absolute velocity is taken into account, ± 1 deg in 
flow angle explains the resulting mass flow difference. 

General Correlations 

In order to compare the results from the steady 
measurements with those already published, for instance by 
Kenny [4] or Conrad [5], and to use them as design criteria for 
vaned diffusers, averaged values are calculated out of the 
measurements in the different cross sections. The diffusion 
performance can be described by the pressure recovery 

c p = ^ ^ ~ (1) 
PtotJ-Pi 

for the whole diffuser from the impeller exit to the measuring 
plane downstream of the diffuser or can be discerned in the 
diffuser inlet and mixing zone upstream of the throat and the 
diffuser channel downstream of the throat. 

2 3 4 5 6 7 8 kg/s 

Mass flow m 

$ narrow diffuser <j> wide diffuser 

Fig. 4 Diffuser map 

5 10 
Blockage B5 

Fig. 5 Pressure recovery as a function of throat blockage 

The overall performance of the diffuser plotted in Fig. 4 as 
pressure recovery versus mass flow looks similar to the com­
pressor map. An uncertainty of about ±3 percent results for 
cp, which is calculated out of differences of measured 
pressures. The important difference is that the lines for con­
stant speed do not reach the horizontal direction before surge 
appears. Overall pressure recovery in the diffuser still rises 
when surge is reached and shows no indication for instability, 
although it can be expected that surge is caused by the diffuser 
vanes, because in combination with the vaneless diffuser surge 
appears at lower mass flow. 

Figure 5 looks into the diffuser more in detail and shows the 
pressure recovery for the inlet part and the channel as a func­
tion of throat blockage, defined as 

1eff,5 

^ g e o m . S 

with Ae[[ calculated from the measurement 
x- i 

^ e f f , 5 _ ~ 
mR'T, tot,2 

( T r 5 / 7 T t o t 5 ) 

(2) 

(3) 
p 5 >a5 'M5 

From this calculation, the uncertainty of blockage is about 
±3.5 percent. Corresponding to the increase in mass flow in 
Fig. 4, blockage decreases continuously. The decrease of the 
channel recovery cpS_6 with increasing blockage therefore is 
caused by the decline in mass flow combined with higher 
pressure recovery in the inlet portion leading to lower Mach 
numbers at the throat. 

In discussing the relations between diffuser inlet pressure 
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recovery and throat blockage, the latter should be caused by 
the flow field of the inlet. The higher the pressure recovery is 
in the inlet, the thicker the boundary layer can grow at least at 
hub and shroud. Parameters other than blockage seem to have 
a dominating influence on inlet pressure recovery. One fact 
that can be verified with the measurements from Verdonk [6] 
and others is that when inlet recovery reaches cp3_5 = 0.4, an 
approach to surge is indicated. As Fig. 5 shows, blockage 
varies in a wide range while cp 3_5 is nearly constant, after it has 
risen quickly with increasing blockage. The dashed line in­
dicates the results of Conrad [5]. The two diffusers do not dif­
fer significantly in this diagram. 

Pressure recovery is caused by deceleration of the flow as a 
reaction of an enlargement of the flow area. This interrelation 
is displayed in Fig. 6 where a ratio of throat to inlet area 
is used. The inlet area is determined as 

A-,=2irr-, \,b-,'Sina, (4) 

where a3 is the measured mass-averaged flow angle at the 
radius ratio A3 of the measurement plane, and at the throat the 
smallest geometric cross section of the channel is employed. 
This is mainly a correlation useful for the inlet portion with 
the pressure recovery cp3.5, and the channel recovery cp5_6 
again displays the influence of throat Mach numbers. Up to an 
area ratio of about 1.15 the measured values of the diffuser in­
let pressure recovery form a straight line, starting at negative 
values as a result of a converging flow channel and pressure 
losses. With increasing area ratio cpi_s rises more or less 
linearly until it reaches about 0.4, where it remains constant. 
The area ratio in this figure is bigger than that which could be 
taken into account from continuity considerations, because 
throat area has to be reduced by the blockage of boundary 
layer. As blockage rises very fast when cp is above 0.3 in Fig. 
6, the values of As/A3 > 1.2 would be shifted by 10 percent 
and more to the left if one looks at the effective area ratio. 
This does not seem to become greater than about 
Aieit/A3«1.15 in both dif fusers, because boundary layer 
blockage is growing faster than geometric area change. Com­
pared with the line for an ideal pressure recovery as defined by 
Sprenger [7] 

cp,id=l-(A,/A5)
2 (5) 

the measured values for cp are even somewhat higher. 
As the possible pressure recovery is influenced by the area 

ratio of the flow channel as well as by the entropy rise or losses 
of this process, the stagnation pressure loss in the diffuser as 
shown in Fig. 7 for the different sections should be another in­
dication for the quality of the flow mechanism. While in the 
diffuser channel and the collecting chamber the relative loss of 
total pressure is dominated by inlet Mach number, no concrete 
relation to the losses in the inlet portion can be seen. Therefore 
in Fig. 8 the losses are related to the real pressure rise. Ob­

viously compressor speed is a more dominant parameter, caus­
ing fairly big differences in the pressure losses. This may be 
due to the instantaneous fluctuations at impeller exit, which 
are a function of speed as well. Pressure losses of the narrow 
diffuser appear generally lower than those of the wide one. 
This would mean that besides the effect of the geometric 
change on the steady flow profile the changed shroud contour 
should have an influence on the effectiveness of the mixing 
process downstream of the impeller. 

Laser-Two-Focus Measurements 

As the pressure fluctuation at the impeller exit is small com­
pared to the absolute value and disappears more or less before 
the flow reaches the diffuser vanes as shown in [3], there was 
no attempt to measure differences between the instantaneous 
pressure distributions. The fluctuation in flow velocity is more 
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distinct and that of flow angle shows conspicuous differences 
between hub and shroud, as well as between jet and wake, as 
already shown by Eckardt [8]. The two-focus-velocimetry 
determines the flow vector in the plane perpendicular to the 
optical axis. Out of this, velocity and flow angle a, relative to 
the circumferential direction as shown in Fig. 9, are found. 
Figure 10 describes the position of the different phases of 
measurement as used in the following figures relative to the 
rotating system. The temporal cycle for the observer in the ab­
solute system therefore goes from VIII to I. 

Figures 11 and 12 reproduce the distribution of absolute 
flow angle referred to the relative system at different locations 
in the narrow and wide diffusers, respectively. At least near 
impeller exit the distributions are similar in both diffusers. In 
Fig. 11 the smoothing of fluctuation can be seen between 
X = 1.017 and X = 1.1 for the narrow diffuser. However, in Fig. 
12 angular differences have not changed very much for the 
wide diffuser. The change of averaged flow angle as known 
from the steady measurements can also be found in these 
values. Although pressure fluctuation has been found to 
disappear upstream of X= 1.1 the flow angle still shows strong 
oscillation at the diffuser leading edge. The reaction to the 
steady pressure distribution caused by the leading edges leads 
to differences in the flow angle distribution. This can be seen 
easily in the results for X= 1.1, comparing those for different 
locations across diffuser pitch. 

To show this influence more conspicuously, Fig. 13 displays 
the flow angle distributions in the absolute system for certain 
phases of flow leaving the impeller. Without the reaction from 
the diffuser leading edge, this should be more or less parallel 
lines showing the variation from hub to shroud. Gradients 
across the pitch are induced by pressure distributions due to 
the diffuser vanes. The zone where this effect can be observed 
moves a little at the measurement position at X = 1.1 due to the 
change in mean flow direction between jet and wake. Only for 
phases I and III can this be seen clearly, while strong gradients 
in the other two phases result in more mixed distributions. 

A picture of the flow vector field as obtained out of these 
measurements is displayed in Fig. 14. The dotted line shows 
the boundary from jet to wake, which leads to a change in 
direction and value of the vectors induced by the impeller. A 
slight influence of the diffuser vanes on the vectors can be seen 
near their leading edges. 

Some more details of the instantaneous process inside a dif­
fuser could be investigated but many different interactions 
made it impossible to find a quantitative dependency between 

fluctuation and pressure losses. If we compare the results from 
both diffusers, the most obvious difference is that the zone of 
very low flow angles near the shroud, sometimes even 
backflow, has disappeared in the narrow one. The fluctuation 
between jet and wake has remained more or less the same. As 
the mixing loss seems to be an important loss factor in the dif­
fuser inlet, this wake near the shroud could be the reason for 
the higher losses in the inlet of the wide diffuser. 

Prediction of Diffuser Performance 

In order to have a basis for predicting the performance of a 
diffuser design with a variable geometry by adjustable guide 
vanes, results out of these measurements, mainly the general 
correlations, are used as well as similar information out of the 

Fig. 9 Velocity vectors and coordinates 

o Position of 
measurement 

Fig. 10 Phases of measurement relative to the rotor 
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Fig. 11 Flow angle a in the narrow diffuser 
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Fig. 12 Flow angle distribution in the wide diffuser 
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Fig. 13 Flow angle distribution in the diffuser at X = 1.1 
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Fig. 14 Flow vector in diffuser inlet 

literature. To calculate the flow field inside the diffuser and to 
have detailed information even at off-design conditions a 
calculation method developed by Wiedermann [2] was 
employed. This method had been verified in [9] with the 
results from the diffuser measurements shown above. This 
method allows calculation of pressure or Mach number 
distributions in plane diffusers even at transonic conditions. 

u1=400m/s,60°-lmp. 

r h / m ^ r 0.7 0.853 0.947 1 

p/Pfo,^ 0.945 0.925 0.9 0,85 

Fig. 15 Calculated isobars of variable diffuser with leading edge angle 
25 deg 

X 

* / r i l m a x , N 

p 7 / p to t ,7 

0,595 0,53 0,49 

0,85 0,94 0,955 

Fig. 16 Calculated isobars for different operating points with guide 
vane set at 15 deg 

For a vaned diffuser with 25 vanes, designed for a 
backswept impeller at a circumferential speed of u2 = 400 m/s, 
four pressure distributions at operating points between surge 
and choke are shown in Fig. 15. Near surge a continuous 
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pressure rise can be observed while near choke accelerations 
and pressure drops appear at the entrance of the diffuser chan­
nel. After moving the vanes to an inlet angle of 15 deg these 
calculations have the results shown in Fig. 16. According to 
Fig. 4, out of these values lines for pressure recovery versus 
mass flow, related to choke flow of 25 deg stagger angle, are 
calculated and shown in Fig. 16. The recovery is split into 
those, inlet regions, and diffuser channels. Similar to the 
measured results mentioned above, the recovery of the inlet 
rises until surge is defined out of numerical instabilities. At 25 
deg pressure recovery ^3.5 reaches about 0.45 and ends at 
about 0.35 with a 15 deg vane angle. 

The overall pressure recovery rises until surge, due to the 
backswept impeller. The main difference between the lines for 
the two vane angles is shown in the channel recovery. While at 
25 deg there is the known maximum before Mach number 1 is 
reached in the channel, within the narrow operating range at 
15 deg this maximum does not appear. This would mean that a 
totally subsonic flow near the diffuser throat does not appear 
in this case. Deceleration in the inlet of the diffuser does not 
reach the range of continuous pressure rise throughout the 
whole diffuser that leads to the highest pressure recovery. 

Because this calculation does not involve boundary layers 
and flow fluctuations, it shall be compared with results of 
measurements. Unfortunately detailed measurements in the 
variable geometry diffuser are not available at the moment. 
However the range between stall and surge can be compared in 
order to decide whether the indicated surge point is correct. 
Figure 18 displays a dimensionless map of the stage showing 
measured lines of pressure rise coefficient at different impeller 
speeds for different stagger angles of the vanes. 

In general the measured lines have the same characteristics 
as the calculations. The dashed line for «2 = 1.16 that cor­
responds to the calculated circumferential speed comprises 
more or less the same operating range. The shift of this range 
by adjusting the guide vanes is computed correct and the shape 
of the curves is rather similar. The instability indicated by the 
calculation at surge originates at the leading edge, where a 
zone of acceleration disappears. Although the criteria given by 

0.12 0.16 0.04 0.08 

Flow coefficient f 

Fig. 18 Compressor map with variable diffuser 

the general correlations do not explain surge in connection 
with low-pressure recovery of the diffuser inlet at low stagger 
angles the detailed calculation helps to get a sufficient predic­
tion of the operating range. 

Summary 

Out of detailed measurements of the flow field inside a 
vaned diffuser, a calculation method is verified and afterward 
employed to calculate the flow field inside a variable-geometry 
vaned diffuser. Comparing these results to measured lines of 
the compressor stage, the computed performance 
characteristic of the diffuser fits the measurements. As no 
analytical loss model is incorporated in the calculation, the in­
fluence of pressure losses can only be estimated from relation­
ships between losses and other data of the flow field. These are 
obtained out of measurements with steady probes in vaned 
diffusers. Using these instruments, performance predictions 
of variable geometry vane diffusers seem to be sufficient. 
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The results of extensive laser measurements carried out in the blade passages of a
newly designed backswept impeller are presented and discussed. Noticeable distor­
tions of the throughflow patterns and a distinct swirling flow character were found
inside the rotor. The measurement results and a simple theoretical approach suggest
that the distorted throughflow patterns and the secondary flows are caused by a
vortex flow. Although the relative flow has been significantly decelerated a com­
paratively smooth velocity profile has been identified at the rotor discharge that dif­
fered widely from the well-known jet/wake-type flow pattern.

Fig. 2 Meridional cross section of the test impeller
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Introduction
The actual discharge flow pattern of centrifugal compressor

impellers is known to differ frequently from the ideal pattern
predicted by potential theoretical calculation methods [1-3].
Usually, the actual flow pattern is assumed to be of the
jet/wake type, generated by Coriolis, curvature, boundary
layer, and tip clearance effects that separate the high and low­
velocity fluid, resulting in an accumulation of low-kinetic­
energy fluid in the shroud/suction side area and a collection of
high-kinetic-energy fluid in the hub/pressure side area [1].
The philosophy indicated was confirmed by the laser
measurements published by Eckardt in 1976 [2] and since that
time this has been a widely accepted idea of the jet/wake
development inside centrifugal impellers. Many scientists and
design groups have tried to model the Eckardt flow pattern [4,
5]. Meanwhile, there have been some indications in the
literature suggesting that the discharge flow pattern of cen­
trifugal impellers can look quite different [3, 6]. Recently,
Hamkins et aI. [6] published their laser data taken in an un­
shrouded pump impeller showing a jet/wake development
which is almost contrary to the flow character of the Eckardt
impeller; Le., in the pump impeller investigated the wake
development was found close to the pressure side, whereas, in
the Eckardt impeller, the wake was developing along the suc­
tion side. Obviously centrifugal impeller aerodynamics is
rather complex and not yet completely understood.

However, the laser data to be presented in this paper will
contribute to a further clarification of centrifugal impeller
aerodynamics. Extensive laser measurements carried out
within a newly designed impeller [7] and detailed studies of the
vortex structure inside of the impeller gave evidence of basic
flow phenomena that had not been detected in the past. The
results obtained gave rise to a new view of the old jet/wake
idea showing that the jet and the wake are part of a single flow
phenomenon.
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Fig. 3 Performance map of the centrifugal compressor stage com­
posed of the test impeller and a vaneless constant area diffuser 

Test Impeller 

The impeller used for the flow analysis was a 30-deg 
backswept impeller which was designed by a CAD method 
described in detail in [7]. Figure 1 shows a photo of the im­
peller, and the meridional impeller cross section is submitted 
in Fig. 2. For the initial performance and laser measurements 
the impeller was coupled with a vaneless constant area diffuser 
that ensured a relatively wide flow range. For performance 
measurements total pressures and total temperatures have 
been measured at the inlet and exit of the compressor stage. 
Additionally, the static pressure development has been 
measured from rotor inlet to diffuser exit. The performance 
characteristics of the compressor stage are shown in Fig. 3. 
Maximum achieved total stage pressure ratio was about 4.5:1 

too 
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Fig. 4 Total/total polytropic impeller efficiency 

and the maximum achieved total/total isentropic stage effi­
ciency was 84 percent. The impeller efficiency has been 
deduced from total temperature, mass flow, and static 
pressure measurements taken by 24 tappings that were cir-
cumferentially distributed at the impeller discharge. The im­
peller efficiency has been derived by using the equations of 
energy and continuity and by assuming a zero blockage at the 
impeller exit. 

Figure 4 shows the corresponding total/total polytropic im­
peller efficiency. For this first build (7VS = 80) that used the 
new design approach [7], a maximum impeller efficiency of 95 
percent was achieved. 

Velocity Measurements 

The internal flow field of the new impeller was analyzed 
with the L2F technique available at DFVLR. The measure­
ment system gives information about the magnitude and direc­
tion of the mean absolute flow vector and its turbulent com­
ponents. The relative flow vector can be deduced from the 
velocity triangle. The error of mean absolute velocity 
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Table 1 Positions of L2F measurement planes (Fig. 5) 
Measurement plane Locations 

I 0 
II 0.2 
III 0.4 
IV 0.6 
V 0.8 
VI 1.004 

Fig. 5 Arrangement of the L.2F measurement planes 

measurements is usually less than ± 1 percent and the uncer­
tainty of absolute flow angle measurements generally is less 
than ±1 deg. Therefore, for the backswept impeller, the 
uncertainty of the relative flow angles is less than ±0.5 deg, 
which can be derived from the velocity triangle. Further 
details about that measurement technique and its applicability 
to turbomachinery flows even under complex flow conditions 
are given in [8]. Measurements in the backswept impeller were 
performed at 70, 90, and 100 percent shaft speed. For each 
speed three mass flow rates were selected, located close to 
stall, at peak efficiency and close to surge (Fig. 3). The results 
presented in this paper were taken at the impeller design point 
(n/n0 = 1.0, mred=4.0 kg/s). Six measurement planes have 
been selected in the rotor area to analyze the internal flow field 
(Fig. 5). The measurement planes are perpendicular to the 
shroud casing throughout and their positions within the rotor 
are listed in Table 1. 

The flow conditions at the impeller exit are generally be­
lieved to influence both flow range and efficiency of cen­
trifugal compressor stages. Usually, the flow character present 
at the impeller exit already gives some insight into the quality 
of the overall impeller flow and into the diffuser inlet flow 
conditions. Therefore, laser measurements were started at 
plane VI, which coincides with the impeller exit (Table 1). 

The result of these measurements is given in Fig. 6, which 
shows a comparison of three velocity profiles measured at the 
exits of three different impellers. The pattern at the top 
belongs to the radially ending Eckardt impeller [2], the pattern 
in the middle has been found close to the exit (x/sm = 0.89) of 
a radially ending splitter blade impeller [3], and the flow pat­
tern at the bottom has been analyzed at the exit of the new im­
peller. For each impeller the measured meridional velocity 
referred to the rotor tip speed c,„/u2 is plotted versus flow 
area. It should be noted that the specific speeds of the radially 
ending impellers (Afs = 115) differed from that of the 

Fig. 6 Comparison of velocity profiles: (a) radially ending Eckardt im­
peller, 20 long blades [2]; (b) radially ending splitter-blade impeller, 
14 + 14 blades [3]; (c) new backswept impeller (Figs. 1, 2) 

backswept impeller (AT, = 80). Additionally, measurements at 
the exits of the radially ending impellers were carried out at 
pressure ratios of about 2:1 whereas the pressure ratio of the 
stage equipped with the new backswept impeller was 4:1 (Fig. 
3). 

Figure 6 clearly shows that a very smooth velocity profile, 
primarily in the pitchwise direction, is present at the discharge 
of the new impeller. A highly disturbed velocity profile 
resembling the classical jet/wake pattern is not seen at the exit 
of the new impeller. Above all, a smooth discharge flow was 
obtained, although the relative flow within the new impeller 
has been much more decelerated than the flow within the 
radially ending impellers, which agrees fairly well with the 
high impeller efficiencies shown in Fig. 4. An accumulation of 
flow with low kinetic energy is only observed very close to the 
shroud (z/b = 0.1) and outside of the impeller (Fig. 5). Tip 
clearance and mixing effects were at first believed to generate 
this flow character. 

In summary, the design goals of this first build were met 
and we speculated whether it would make any sense to con­
tinue the laser measurements since it was believed that an im­
peller having such a smooth discharge flow pattern will also 
have a regular pattern throughout the rotor. However, 
measurements were continued proceeding from rotor inlet to 
rotor exit. The results obtained were rather surprising. 

Figures 7 and 8 show the measured velocity profiles at 
planes I and II. As expected, the patterns are very regular and 
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Fig. 8 

the meridional velocity exhibits a positive gradient from the 
pressure to the suction side. Surprisingly, an unexpected ir­
regular distribution of the meridional velocity profile was 
determined close to the shroud of plane III (z/fo = 0.1, Fig. 9) 
and the point of minimum velocity at this measurement posi­
tion is located in the pressure side area rather than in the suc-

Shroud 

PS SS 

Fig. 9 

Shroud 

tion side area (y/t=03). From plane III to plane IV the point 
of minimum velocity shifts toward the middle of the flow 
channel and the disturbed flow now has extended covering 
about 50 percent of the channel depth (Fig. 10). Close to the 
impeller exit, however, the meridional velocity profile is 
smoothing again (Fig. 11) and the exit flow (Fig. 12) is even 
more regular in the pitchwise direction. 

In summary, the velocity patterns shown in Figs. 7-12 sug­
gest that a wake flow is also present in this impeller. But in 
contrast to the original jet/wake philosophy previously 
pointed out and in contrast to the measurements available for 
radially ending impellers [2, 3], the wake now has a maximum 
inside the impeller and it decreases toward the impeller exit. 
Formerly, such a flow development has not been experienced. 
In order to get a better understanding of this type of impeller 
flow, a new data analysis procedure was applied that indeed 
gave more insight into the governing physical flow effects of 
that impeller. 

Vortex Analysis by the L2F Technique 
The most important information was extracted from the 
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Figs. 7-12 Meridional velocity profiles measured at planes l-VI 
(n/n0 = 1,m r e d=4.0kg/s) 

lines of constant flow angle (isoclines) plotted for the six 
measurement planes (Fig. 5). The shape of these isoclines 
gives information about the vortex flow within the impeller 
area. The basic equations for the isoclines of a real vortex, 
composed of a solid-body vortex and a potential vortex, are 
submitted in Fig. 13(a) and the result of the analysis for a 
throughflow inclined against the drawing plane (fib = 35 deg) 
is shown in Fig. 13(&). Lines of constant flow angle are 
parallel in the solid-body vortex area (0<r<r0) whereas these 
lines are of elliptic type in the potential vortex area (r>r0). 
The vortex center is always located in the middle of the 
parallel isoclines. The approach presented was originally ap­
plied by Binder [10] and has been used to identify a vortex 
flow within the impeller area. A real vortex, composed of a 
solid-body vortex and a potential vortex, was assumed to be 
present when isoclines similar to those shown in Fig. 13(&) 
were analyzed. 

Flow Angle Analysis 
Figures 14-19 show the results of the detailed flow angle 

analysis carried out for all measurement planes. At plane I 
(Fig. 14) the relative flow angle varies from 54 to 28 deg from 
hub to shroud, which is in agreement with the design specifica­
tions. At plane II (Fig. 15) the isoclines are primarily horizon­
tal. Closed lines of constant flow angle, which may be inter­
preted as counterrotating corner vortices, are found in the 
shroud area. At plane III (Fig. 16), where the first distortion 
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Fig. 13 Measurement of vortex flow with L2F-technique 

Fig. 14 

of the throughflow was analyzed (Fig. 9), the isoclines for the 
first time exhibit a shape similar to that shown in Fig. 13. At 
plane IV (Fig. 17) the isocline pattern represents all features il­
lustrated in Fig. 13. At this measurement position two 
counterrotating channel vortices are clearly identified. The 
centers of these vortices are roughly indicated. Additionally, 
parallel isoclines and a strong gradient in flow angle are 
present close to the shroud. However, a clearly developed 
vortex like that found in the middle of the flow channel is not 
resolved in this area. Obviously, a swirling flow covering the 
entire flow channel is present at this measurement plane. A 
similar flow character is seen at plane V (Fig. 18). The centers 
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Fig. 16 

of the channel vortices have now shifted toward the middle of 
the flow channel and toward the hub/suction side. The vortex 
flow is again dominating the entire flow channel. A different 
pattern is present at the rotor exit (plane VI, Fig. 19). Here, 
only one channel vortex center is seen; the second has disap­
peared. But again the strong gradient in flow angle and the 
parallel isoclines are present close to the shroud. Obviously, 
the swirling flow present in any unshrouded impeller has a 
dominating influence on the overall flow development of the 
new backswept impeller. The isocline plots (Figs. 14-19) sug­
gest that the swirling impeller flow, covering at least the entire 
flow channel, is initiated by the relative motion between the 
moving rotor and the stationary casing. Thus, this flow 
character seems to have its origin in the shroud area. 

Vortex Flow and Throughflow 
A comparison between Figs. 7-12 and Figs. 14-19 reveals 

that the distortions in the throughflow patterns have always 
been identified in those areas where the vortex flow is active. 
So, the question arises whether these flow phenomena belong 
together. A first answer of this question is obtained by a sim­
ple approach to the Navier-Stokes equations. A vortex flow 
with a zero radial velocity component (wr = 0) and a 
throughflow component varying only in the radial direction 
(wz = wz(r)) was assumed. The remaining terms of the 
Navier-Stokes equations for these assumptions are submitted 
in Fig. 20. The throughflow velocity distribution wz = wz(r) 
can be easily derived from the last equation. Figure 20 il-

Fig. 14-19 Isocline patterns (3L= const) measured at planes l-VI 
(n/n0 = i,mred=4.0kg/s) 

w r = 0, W; = w z ( r ) 
r 9 

0.1 0.2 0.3 0.1. 0.5 0.6 0.1 0.8 0.9 1.0 r/rmax 

Fig. 20 Axial velocity distribution in a vortex 

lustrates the result of this approach for three vortices. Ob­
viously, the throughflow velocity is decreasing toward the 
vortex center and the declining rate is dependent on the vortex 
structure. This result qualitatively agrees with the measure­
ment results found for the new backswept impeller and sug­
gests that the distortions found in the throughflow patterns of 
the new impeller are due to the swirling impeller flow. 

These effects are well known. A theoretical result for a tur­
bulent compressible pipe flow with prescribed inlet swirl, 
calculated by Neuberger [9], is shown in Fig. 21. This figure il-
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Fig. 21 Axial velocity profile development predicted for a pipe flow 
with prescribed inlet swirl [9] 
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Fig. 22 Swirl parameter calculated for different vortex types; values 
calculated for the impeller flow are indicated by crosses 

on the flow angle difference A(3K. Obviously, the swirl 
parameter decreases when the potential vortex part is increas­
ing and it also strongly decreases with decreasing flow angle 
difference A(5R. 

The relation of Fig. 22 has been used to calculate a swirl 
parameter for the main channel vortex of the backswept im­
peller. The values necessary for this assessment have been 
taken from Figs. 17, 18, and 19. The approach already in­
dicates that the results obtained (Fig. 22) are only a rough 
estimate. The swirl parameters calculated by this procedure 
for measurement planes IV, V, and VI are indicated by crosses 
in Fig. 22. Although the swirling flow seems to have a signifi­
cant influence on the overall flow character at these measure­
ment planes the corresponding swirl parameters are all less 
than 5 percent, indicating a rather low swirl intensity. 

Conclusions 
The measurement results obtained for the new backswept 

impeller revealed a distinct vortex flow that considerably in­
fluenced the overall rotor flow character. Secondary flows and 
distorted throughflow patterns were caused by the swirling im­
peller flow inside the rotor. But toward the rotor exit the 
throughflow pattern was smoothed again resulting in a 
relatively regular discharge flow pattern that differed widely 
from the well-known jet/wake-type flow pattern. The swirling 
intensity of the main channel vortex estimated by the swirl 
parameter 5 was found to be rather low. The swirl parameter 8 
derived for the backswept impeller was less than 5 percent. 
With regard to a general impeller design it should be noted 
that a vortex flow like that analyzed here will be present in any 
unshrouded impeller. Since the vortex flow seems to influence 
the throughflow pattern too, a slightly distorted impeller 
discharge flow seems to be inevitable unless the flow develop­
ment is guided in such a way that the vortex flow fully disap­
pears at the impeller discharge. How to reach this aim is not 
easy to derive from the results presented. Theoretical models 
capable of predicting the internal three-dimensional viscous 
flow of centrifugal compressor impellers could help to extract 
that information. 

lustrates the axial velocity profile development for an inlet 
swirl chosen in such a way that backflow is avoided 
(Z/R = 2.5). Obviously, the smooth axial velocity profile 
present at the inlet at first is distorted and is smoothed again 
toward the exit. A comparison with the impeller flow reveals 
surprising similarities. Within the new impeller the distortions 
in the throughflow patterns are also smoothed toward the exit 
(Figs. 7-12). However, compared to the pipe flow the intensity 
of the swirling flow within the impeller seems to be low since 
the distortions of the throughflow patterns are moderate and 
the throughflow is obviously far from backflow. Very often 
the swirl parameter 5 defined in Fig. 22 is used for a quan­
titative assessment of the swirling flow intensity. With the 
definition of Fig. 22 the swirl parameter has been calculated 
for different vortices. For each calculation a real vortex, com­
posed of a solid-body vortex and a potential vortex, has been 
assumed. For that vortex type a simple relation has been de­
rived by which the swirl parameter can be calculated. The rela­
tion of Fig. 22 indicates that the amount of the swirl 
parameter primarily depends on the vortex shape (rmm/r0) and 
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Blade Excitation by Broad-Band 
Pressure Fluctuations in a 
Centrifugal Compressor 
The mechanism of blade excitation during the operation of a high-mass-flow, high-
pressure-ratio centrifugal compressor has been investigated. This was carried out in 
the compressor operating range below 60 percent of design speed and in the zone of 
unsteady flow occurrence, where considerable blade vibration has been measured 
but no periodic unsteady pressure pattern such as rotating stall could be identified. 
Experiments conducted to study the mechanism of interactions between flow and 
blades were accomplished using several measuring methods simultaneously, such as 
measurements of blade vibration, flow angle at impeller inlet, unsteady pressure at 
different meridional and peripheral locations, as well as flow visualization by means 
of oil pattern. Analysis of the measurements showed typical broad-band 
characteristics of the unsteady pressure field and also for the blade vibration 
behavior. Results of flow angle investigations at the impeller inlet together with the 
analysis of oil pattern show that the broad-band pressure fluctuations and blade ex­
citation can be attributed to a strong reverse flow near the suction side of the radial 
blade in the shroud zone. This reverse flow has its source downstream of the im­
peller and is extending back up to a location ahead of the impeller inlet. Similar 
results were obtained when the compressor was operated with vaneless and vaned 
diffuser configurations. 

Introduction 
In the design of modern high-mass-flow, high-pressure-

ratio centrifugal compressors, stress and vibration 
characteristics have to be considered carefully in order to en­
sure high operational reliability. Dangerous dynamic stresses 
due to blade resonances can be avoided in many cases by 
means of the right choice of blade thickness values, if the com­
pressor runs at constant rotational speed. Dynamic stress 
design becomes much more difficult if compressor operation 
is characterized by variable speed and part-load conditions. 

Because of the strong influence of the flow details on blade 
vibration, a better knowledge of the source of blade vibration 
can only be achieved by means of a detailed experimental in­
vestigation and analysis of the flow characteristics 
simultaneously with the blade vibration response. This ap­
proach has been adapted for axial flow turbomachines [1] for 
example, and is now being carried out for centrifugal 
machines [2-4]. 

Previous results of the present authors from measurements 
on a centrifugal compressor in [3] demonstrated the occur­
rence of significant and dangerous blade excitation during 
part-load compressor operation over a wide operating range 
before surge. At rotational speeds above 14,000 rpm detailed 
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Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 3, 1987. Paper No. 
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measurements of unsteady flow in the compressor with a 
vaneless diffuser were carried out and results were published 
in [5], showing several superimposed rotating and nonrotating 
stall phenomena at a single operating point. It was 
demonstrated that the impeller blades are very sensitive to 
each of the different periodic excitations and interactions be­
tween flow and vibrating blade were clear. Understanding the 
sources of blade vibration at compressor speeds below 14,000 
rpm was much more difficult because high levels of vibration 
existed at part-load operating conditions with no self-excited 
flow oscillations (Fig. 1). 

Significant differences in the mechanism of blade excitation 
at compressor operation above and below 14,000 rpm as men­
tioned above are demonstrated by selected test results shown 
in Fig. 2. In addition to the first blade mode excitation the 
spectrum of the signal recorded at 16,000 rpm is dominated by 
different discrete frequencies representing an excitation due to 
rotating and nonrotating stall phenomena, while no discrete 
frequencies can be detected in the blade spectrum for 12,300 
rpm. Similar results are shown in the pressure spectra for the 
two compressor speeds in Fig. 2. Because of the high level of 
blade mode excitation at low compressor speeds which cannot 
be related to deterministic pressure distributions, a systematic 
experimental investigation of the flow and vibration 
characteristics was carried out to identify its sources. The 
results presented in this paper clearly show the different flow 
regimes and operating conditions in which various vibration 
mechanisms dominate. Of particular interest is the existence 

Journal of Turbomachinery JANUARY 1988, Vol. 110/129 
Copyright © 1988 by ASME

Downloaded 01 Jun 2010 to 171.66.16.56. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



shaft 
rotation 

vaneless difluser 

Vaned diffuser 
19 derodynomic blades 

I Blade excitation by known flow characteristics 

I j Blade vibration due to unknown excitation source 

Fig. 1 Results of blade vibration measurements at constant rotational 
speed on the compressor with vaneless and vaned diffuser; location of 
operating points with blade vibration of known and unknown excitation 
source 

of a compressor operating range in which the pressure 
measurements show significant broad-band spectra in the fre­
quency range containing a number of blade mode frequencies. 
The interaction between the blades and this random flow fluc­
tuation resulted in high levels of excitation of the blade modes. 

Compressor Test Facility 

Blade vibration and flow measurements were carried out on 
a single-stage centrifugal compressor test rig operated with an 
open loop. The compressor is driven by a 1350 kW DC motor 
coupled to a gear box. The maximum values of compressor 
pressure ratio and mass flow were 7r = 5 and mred = 10 kg/s, 
respectively. Figure 3 shows a cross-sectional view of the com­
pressor. The flow enters in the axial direction through a short 
suction pipe from a settling chamber and passes through the 
impeller and a long radial diffuser. Configurations of the dif­
fuser may be changed to operate as a vaneless diffuser with 

I. blade mode 

nred = 16000 rpm 
mred = 4 93 kg/s 

200 400 600 Hz 

frequency f 

nred = 12300 rpm 
mred = 2.91 kg/s 

1000 

.-rotating stall 

non rotating 
unsteady pressure pattern 

nrGd = 16000 rpm 
mred =4.93 kg/s 

100 200 300 Hz 

frequency f 

nred = 12300 rpm 
mred = 2.91 kg/s B 

Fig. 2 Comparison of blade vibration and pressure spectra of signals 
recorded in the reduced mass flow regime of the test compressor 
operating with vaneless diffuser; actual speed values: 12,410 and 15,700 
rpm. (A) Blade vibration characteristics during instability at different 
speeds; (B) corresponding flow characteristics at impeller inlet 
(x/s = 0.2) 

constant radial flow area or as a vaned diffuser with 19 vanes. 
The flow downstream is collected in an annular collecting 
chamber and then leaves the compressor by the outlet tube 
which is tangential to the machine. 

The unshrouded impeller of the test compressor used for 
this investigation is shown in Fig. 4. It has characteristic thin 
blades of about 1 mm thickness at the inlet tip and 4 mm at the 
outlet. The impeller has an outer diameter of 400 mm and 28 
radial-ended blades with every second blade cut back at the in­
let. The material is aluminum alloy. 

Measurement and Analysis Systems 

I Flow Measurements. Flow measurements were carried 
out by means of a number of high-frequency-response 
semiconductor pressure transducers to determine the time-
dependent characteristics of unsteady flow. Twelve static wall 
pressure transducers were mounted in the compressor shroud 
and were simultaneously recorded with one selected blade 
vibration signal and the trigger on a 14-channel magnetic tape. 
A careful calibration of the transducers including the 
amplifier system had to be carried out before the test in order 
to enable a quantitative comparison of the different signals. 

D = 
f = 
h = 

m — 
n = 
P = 
s = 
T = 

diameter 
frequency 
radial distance from inducer 
inlet diameter 
mass flow rate 
rotor speed 
pressure 
blade length at tip 
time period 

w 
X 

a 

e 
<P 
X 
•w 

= relative flow velocity 
= distance from inducer inlet at 

blade tip 
= flow angle at impeller inlet 

versus axial direction 
= blade vibration strain 
= circumferential angle 
= diameter ratio = D/D2 

= pressure ratio 

c 
red 

rev 
stat 
tot 

1 
2 

Subscripts 
inlet plenum conditions 
reduced to reference condi­
tions Tc = 288.15 K, 
pc = 1.01325 bar 
reverse direction 
static condition 
stagnation condition 
impeller inlet 
impeller outlet 
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Fig. 4 Impeller used in the blade vibration and flow measurements
with mounted 8·channel FM telemetry transmitter covered in the hollow
impeller shaft

frequency f

Fig. 5 Blade vibration spectra In the range of the first blade mode from
signals recorded at different operating points at 12,300 rpm
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Fig. 3 Cross·sectional view of the test compressor with vaneless (a)
and vaned diffuser (b); (c) = location of high·frequency-response
pressure transducers; .. '" location of strain gages on the blades;
G)x= -25 mm; @x= -10 mm; @x/s=0.2; @x/s=0.8;
® AD = 1.225; ® AD = t.825

The locations of these high-frequency-response pressure
transducers in the shroud wall were selected 10 and 25 mm
upstream of the impeller inlet, in the impeller range at
xis = 0.2 and 0.8 with both positions on a line along the shape
of the blade tip, and at AD =DID2 = 1.23 and 1.83 in the dif­
fuser. These locations are shown in Fig. 3. xis represents the
distance from inducer inlet relative to the blade length
measured at blade tip. Supplementary transducers were
mounted in additional peripheral positions at X= - 10 mm,
xls=0.8, and AD=1.23 in order to determine possible
rotating stall characteristics. A schematic showing the posi­
tions of the various transducers is shown in Fig. 3.

Conventional pressure and temperature probes were used to
determine the overall compressor performance The cir­
cumferential uniformity of flow conditions in the compressor
was measured by means of a large number of static pressure
taps located on peripheral lines at 10 mm before impeller inlet,
at xls=0.8, and in the diffuser at AD = 1.83. Measurements of
the flow angle distribution at impeller inlet in order to deter­
mine the intensity and the radial extent of possible reverse
flow were carried out using an adjustable cobra probe. An oil
injection method to visualize flow reversal on the compressor
shroud wall produced satisfactory results.

Conventional procedures were used in the analysis of sta­
tionary static pressure signals and results of flow angle
measurements. Dynamic pressure signals recorded on the
multichannel tape were analyzed using a Hewlett Packard
3582 A dual channel spectrum analyzer where data in the time
and frequency domain were collected on a mass storage
medium and then transmitted to a plotter. Typically 32 spectra

were averaged and 250 spectral lines were used in the frequen­
cy range of interest.

II Blade Vibration Measurements. According to results
in [5], blade vibration measurements are not only useful to
determine the dynamic stress behavior of the blades; they also
enable a very detailed distinction of unsteady flow char­
acteristics where blades can be considered as a rotating probe.
Blade vibrations were measured by means of semiconductor
strain gages located in the zone of blade inlet. In fundamental
calculations and tests [2, 3] these positions turned out to be the
zones of maximum stresses for a vibration in modes I and II.
These modes indeed were the main modes excited during
unsteady flow compressor operation.

Strain gages from different blades with locations as shown
in Fig. 3 were connected by thin wires to an 8-channel FM­
telemetry transmitter mounted in the bore of the hollow shaft
at impeller inlet. This transmitter is the rotating part of the
telemetry system described in detail in [2]. The system, in addi­
tion, consists of an inductive power supply and the stationary
receiver which accomplishes the reconversion process of high­
frequency signals such as separation of channels, demodula­
tion, filtering, and amplifying. Eight blade vibration signals
transmitted by this system were recorded on a separate
magnetic tape. One of these blade signals was selected for
simultaneous recording with the different unsteady pressure
signals on the 14-channel tape recorder used for collecting the
pressure data. The same analysis procedure was used for blade
and pressure data as described above.
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Fig. 6 Compressor operating points in the chart at constant rotational 
speed used (or the investigation of broad-band blade excitation 
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Results and Discussions 
I Fundamental Characteristics of Blade Excitation in the 

Zone of Unsteady Flow Below 1400 rpm. Significant dif­
ferences in the characteristics of blade excitation at rotational 
speed of the compressor above and below 1400 rpm are shown 
in Fig. 2. A closer look at the blade vibration spectrum in the 
frequency range of the first blade mode at 12,300 rpm is 
shown in Fig. 5 for different mass flow rates. The zoomed 
spectra clearly show that the excitation is not of the discrete 
frequency type but rather broad in nature. For some reason 
the level of blade vibration increased significantly when the 
mass flow rate was decreased from 3.87 to 2.91 kg/s. Further 
reduction in the mass flow to 1.83 kg/s resulted in a reduction 
of the vibration level. The lower level of vibration at 3.87 kg/s 
indicates a blade reaction to normal pressure fluctuations 
commonly found in the flow. 

The clear distinction between the character of the spectra 
shown in Fig. 5 and those resulting from blade interactions 
with deterministic pressure distributions wether stationary or 
rotating is the cornerstone for the interpretation of the results 
obtained in this investigation. 

II Investigation of the Mechanism of Broad-Band Blade 
Excitation on the Compressor With Vaneless Diffuser. From 
the results in Figs. 1, 2, and 5 the question arises as to why 
broad-band excitation increases in a certain flow regime for 
each speed line and how to interpret this mechanism of blade 
excitation. To answer these questions fundamental 
measurements were carried out at a rotational speed of 8000 
rpm at compressor operating points as shown in the chart in 
Fig. 6. 

77.1 Extent of Static Pressure Nonuniformity. Results of 
an investigation concerning the peripheral static pressure 
distribution in some characteristic operating points at this 
speed are presented in Fig. 7 for conditions 10 mm before im­
peller inlet, at x/s = 0.% in the impeller range, and in the dif­
fuser at XB = 1.83. The strong influence of the tangentially 
positioned outlet tube is the reason for the pressure drop near 
300 deg circumferential angle and only can be observed during 
compressor operation at high mass flow. Its influence 
decreases significantly in the upstream flow direction toward 
the impeller inlet zone. For operating points corresponding to 
lower mass flow rates this nonuniformity generally decreases 
and is mainly observed in the diffuser. Uniform peripheral 
characteristics were obtained before and in the impeller range. 

1.26 

XD=1.83 

0° 60° 120° 180° 240° 300° 360° 
circumferential angle if> 

(T) w w rh red = 1.20 kg/s 

© -*~ * red=199 kg/s 

© — - mred = 2.05 kg/s 

© - = - mred = Z3 6 kg/s 

(8) - o - mred =4 50 kg/s 

'—operating points see figure 6 

Fig. 7 Peripheral static pressure distributions at three different loca­
tions in the compression system at various mass flow rates; n red = 8000 
rpm 

measurements are presented in Fig. 8 in spectra from signals 
recorded at different mass flow rates. Significant excitation of 
blade modes I and II can be observed in each spectrum of this 
diagram. At high mass flow rate (mred=4.5 kg/s) the blade 
responds to the nonuniform static pressure distribution and 
significant discrete vibration components were found at shaft 
rotation frequency. At lower mass flow rates this amplitude 
decreases due to the more uniform pressure distribution 
resulting in a lower intensity of blade excitation. Throttling 
the valve from mr(,d = 2.36 to 1.93 kg/s significantly increases 
the magnitude of the resonance amplitudes of blade modes I 
and II. The zoomed spectrum in Fig. 8 shows that this increase 
is not due to excitation by a multiple of shaft rotation frequen­
cy, which can be recognized usually as a sharp and discrete 
peak in the spectrum. Further reduction of the mass flow rate 
(m = 1.62 kg/s) resulted in a substantial reduction in the vibra­
tion levels. 

II.2 Progression of Blade Vibration Spectra With Mass n.3 Progression of Unsteady Pressure Spectra With Mass 
Flow Rate Reduction. Results of blade vibration Flow Rate Reduction. Unsteady pressure measurements 
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Fig. 10 Flow characteristics in different meridional locations along the 
flow path at 8000 rpm 
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Fig. 8 Analysis of blade vibration measurements during compressor 
operation as indicated in Fig. 6 
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Fig. 9 Analysis of unsteady pressure data recorded by transducers 
near impeller inlet at x/s = 0.2 for various mass flow rates; operating 
points correspond to data in Fig. 8 

were used to study the mechanism of blade excitation. 
Pressure spectra of signals recorded from transducers at 
x/s = 0.2 and at operating points to corresponding conditions 
in Fig. 8 are shown in Fig. 9. The change of the flow 
characteristics while throttling the compressor at 8000 rpm can 
be summarized as follows: 

•No discrete frequencies can be observed in the spectra with 
the exception of the blade passage frequencies. There are no 
indications to the occurrence of periodic unsteady flow pat­
tern such as rotating stall. 

•At mass flow rates less than 2.36 kg/s, the spectra show 
significant broad-band pressure fluctuations of considerable 
intensity in the frequency range below 2000 Hz. 
•At compressor operating points near the surge line the max­
ima of these broad-band pressure frequency spectra shift to 
lower values of fluctuation frequencies. The corresponding 
value for the maximum in the spectrum of about 800 Hz for 
mKd = 1.93 kg/s is/max = 200 Hz for mred = 1.2 kg/s. 

Pressure spectra from transducers of different meridional 
locations in the compressor from 25 mm before impeller inlet 
to a position \D = 1.83 in the diffuser are shown in Fig. 10, 
representing the analysis from signals recorded at 8000 rpm 
and mxtd = 1.93 kg/s. These data show increasing significance 
of broad-band pressure fluctuations from a location at 25 mm 
to 10 mm before impeller inlet. At further downstream loca­
tions in the impeller range the level of pressure fluctuations 
decreases with a shift in the peak of the broad-band compo­
nent toward lower frequencies. In the diffuser significant 
pressure fluctuations exist at XZ) = 1.83 but not at XB = 1.23 
and are not believed to be relevant to blade vibration. 

II.4 Correlation Between the Pressure and Vibration 
Data. The pressure spectra shown in Fig. 9 and 10, repre­
senting the flow characteristics, together with the blade vibra­
tion behavior shown in Fig. 8, can be used to answer the ques­
tion concerning the mechanism of blade excitation in this 
range of operating conditions. The shape of the pressure fluc­
tuation spectrum at the operating point of mKd = 1.93 kg/s in 
Fig. 9, with its maximum near 800 Hz, represents a strong ex­
citation in the frequency range of blade mode I as observed in 
Fig. 8, and the blade response is correspondingly high. 
Pressure oscillations of lower intensity in the frequency band 
near 1700 Hz are the reason for a less significant mode II blade 
response <fu = 1.710 Hz) in this figure. For compressor opera­
tion at still lower mass flow rates the shifting of the frequency 
maximum in Fig. 9 toward lower frequencies results in 
decreasing fluctuation amplitudes in blade mode I frequency 
range leading to lower values of blade vibration strain as 
shown in Fig. 8. 

It should be mentioned that pressure fluctuations from 
transducers mounted in the shroud wall are signals in the fixed 
frame while blade vibration signals represent data measured in 
the relative rotating frame. The excitation frequencies in the 
rotating frame have to be shifted by ±fs. This change 
however is small compared to the bandwidth of the random 
fluctuations and it does not affect the basic conclusions 
described above. 

II. 5 Sources of Random Pressure Fluctuations. In view 
of the importance of the effects of broad-band pressure fluc­
tuations on blade vibration, additional measurements were 
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Fig. 11 Results of inlet flow angle measurements in the unsteady flow
regime

carried out to investigate its sources. Flow angle
measurements at impeller inlet were accomplished
simultaneously with the flow and blade vibration
measurements and the results are shown in Fig. 11. While axial
directions of the flow can be obtained for operating points at
8000 rpm and mred ;::2.11 kg/s, a further reduction of mass
flow results obviously in the occurrence of reverse flow near
the outer diameter of the impeller inlet zone. The extent of this
back flow range increases toward the hub for decreasing
values of mass flow. These results also explain the slightly
higher level of static pressure ratio, which could be obtained in
the peripheral pressure measurements at a location 10 mm
before inlet and mred = 1.20 kg/s in Fig. 7. Local reverse flow
in the impeller inlet zone of a centrifugal compressor has been
reported in [7, 8], while indications of local back flow
phenomena at the impeller outlet were given in [10] with
results obtained by means of LDA measurements.

According to results in Fig. 11, and since dynamic pressure
transducers used in this investigations were mounted in the
shroud wall immediately next to the location of the observed
reverse flow zone, it can be concluded that dynamic pressure
data shown in Fig. 9 and 10 are due to the occurrence of this
reverse flow which in turn causes high levels of blade
excitation.

Previous measurements concerning the same problem led to
the supposition that material entering the impeller near the
hub changed its flow direction in the inducer part and left the
impeller in the reversed direction near the blade tip region.

b flow passage
to collecting chamber

c

Fig. 12 Results of an 011 Injection test at an operating point at 14,000
rpm close to the surge line and of significant broad·band pressure flue·
tuation characleristics: (a) photo showing the compressor Shroud wall
from inside after disassembly; (b) schematic of flow characteristics ac·
cording to (a); (c) schematic of Impeller flow characteristics

Results of measurements on the same compressor [7] showed
relatively high values of reverse flow temperatures in the im­
peller inlet zone, which could also be observed in the investiga­
tions described here. This was considered as an indication that
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Fig. 13 Analysis of unsteady pressure data recorded by transducers 
located 10 mm before the impeller inlet for various mass flow rates 
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Fig. 14 Blade response to broad-band pressure fluctuations shown in 
Fig. 13 

the origin of the reverse flow would be further downstream in 
the compression system. 

II.6 Flow Visualization of the Reverse Flow. An addi­
tional test procedure was performed on the compressor to get 
further insight into the mechanism of the described reverse 
flow phenomenon as the cause for blade excitation in this 
operating range. Oil has been injected through a hole in the 
shroud wall entering the flow from a position near the impeller 
outlet. The compressor was operated for this fundamental test 
immediately before surge at the same corrected aerodynamic 
conditions as shown in Figs. 8-11 but at a higher rotational 
speed. After injection the compressor was stopped and upon 
disassembly the oil traces on the shroud wall were inspected 
carefully. A similar oil injection method has already been used 
in [9] to show basically the phenomenon of reverse flow in the 
impeller range. 

The results of the tests are shown in Fig. 12. They can be 
described as follows: 

• The main part of the flow particles which pass the injection 
hole during impeller rotation is moving on its way downstream 
on an outward-directed spiral curve to the collecting chamber, 
as can, be recognized from the oil traces. 
8 One part of the flow particles passing the injection hole is 
moving in the reserve compressor flow direction also on a 
spiral curve upstream and reaches a zone before the impeller 
inlet where it probably mixes with the inlet flow and moves 
again in the downstream flow direction. 
9 The reverse flow line is sharp and strongly defined. This in­
dicates a very stable reverse flow section at the impeller outlet, 
which is expected to be located at the blade suction side. 
Moreover, the clear line of reverse flow indicates the occur­
rence of the same characteristics of back flow in each channel 
of the impeller concerning its location and velocity. In addi­
tion the velocity of this reverse flow was analyzed considering 
the angle of the spiral trace from impeller outlet to inlet, the 
length s of the blade at the tip, and the time Ts of impeller 
rotation. This velocity turned out to be wrev = 54 m/s. 
• An additional test demonstrated that the oil injected far­
ther upstream of the impeller range was mainly directed 
toward the upstream direction. It can be recognized that in 
this location the reverse flow extends nearly over the whole 
channel from suction to pressure side near the shroud wall 
while the reverse flow zone is much smaller at impeller outlet 
according to results in Fig. 12. 

It is believed therefore that the broad-band pressure fluctua­
tions shown in the frequency spectra in Figs. 9 and 10 are the 
result of a reversed flow near the shroud wall from the im­
peller outlet to the inlet. This seems to be the reason that the 
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Fig. 15 Results of analysis of inlet flow angle measurements at 
operating points immediately before surge showing the extent of the 
reverse flow zone near the inlet tube wall for various rotational com­
pressor speeds 

spectra of pressure signals in Fig. 10 recorded from 
transducers of different meridional locations show decreasing 
significance of the broad-band nature of the signals toward 
the impeller outlet location due to increasing influence on the 
downstream-directed flow in each channel. 

The shift of the broad-band pressure spectra toward lower 
frequencies with reduction in mass flow can be explained 
through the use of the results shown in Fig. 11. The increase in 
the radial extent of the reverse flow zone near the wall at lower 
values of mass flow means an increase in the characteristic 
length of the flow fluctuations and hence a reduction in the 
peak frequency of the spectrum. 

Since reverse flow could be determined as the cause for the 
blade excitation mentioned above identifying it as a forced 
response problem, other possible excitation reasons, such as 
flutter, can be excluded. It should be mentioned that an occur­
rence of blade flutter has never been reported on centrifugal 
impeller blades due to their specific geometry of higher stiff­
ness compared to axial compressor blades. 

Ill Investigation of Broad Band Blade Excitation on the 
Compressor With Vaneless Diffuser at Higher Rotational 
Speed 

III.l Flow and Blade Vibration Measurements. 
Measurements similar to those described above were carried 
out at higher rotational speed. Frequency spectra of signals 
from fast-response pressure transducers located 10 mm 
upstream of the impeller inlet are shown in Fig. 13 for various 
mass flow rates at 12,300 rpm compressor speed. Similar to 
results in Fig. 9 broad-band pressure fluctuations—recognized 
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Fig. 16 Analysis of unsteady pressure data recorded on the com­
pressor with vaned diffuser at 10,800 rpm near the inlet at x/s = 0.1 for 
various mass flow rates 
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Fig. 17 Analysis of unsteady pressure data recorded at compressor 
operation at 10,800 rpm and m r e d =2.71 kg/s; flow characteristics at dif­
ferent meridional locations along the flow path 

as the characteristics of a reverse flow—are obtained at lower 
flow rates and a distinction between steady and unsteady flow 
is possible due to this significant characteristic. The shifting of 
the range of maximum pressure oscillation amplitude to lower 
frequencies—as could be observed in Fig. 9—also can be 
recognized for decreasing mass flow rates in this diagram. 

Interesting results were obtained for the blade response data 
for the corresponding compressor operating points in Fig. 14. 
Significant blade excitation due to the nonuniform peripheral 
pressure distribution can be seen again in the spectrum of the 
high mass flow signal. This amplitude decreases similar to 
conditions in Fig. 8 when the mass flow is reduced and a more 
uniform peripheral flow distribution is achieved. In the spec­
trum of the blade vibration signal for mnd = 3.12 kg/s broad­
band blade response of considerable amplitude is obtained. In 
this result the amplitude for blade mode II is higher than mode 
I. This is due to the location of the frequency covered by the 
broad-band component of the spectrum. Blade excitation near 
/ n = 1710 Hz is stronger than near fx = 800 Hz for this mass 
flow rate. Again the difference between the absolute and 
relative frame frequencies has to be taken into account. For 
compressor operation at still lower values of mass flow the 
oscillation maximum is shifting in a blade response where the 
mode I excitation becomes more and more dominant com­
pared to the mode II vibration. 

III.2 Flow Angle Measurements. Measurements of inlet 
flow angle distribution before the impeller inlet have been car­
ried out during compressor operation immediately before 
surge. From these results the extent of the reverse flow zone 
near the wall could be determined and was plotted in Fig. 15. 
According to these data the area of this zone is increasing up 
to compressor operation at 10,800 rpm and then decreases to 
lower values at higher speed. These results give an indication 
that at rotational compressor speeds below 12,000 rpm the 
stable operating range seems to be slightly larger than that for 
conditions at higher speed values. 

IV. Investigation of the Mechanism of Broad-Band Blade 
Excitation on the Compressor With Vaned Dif­
fuser. Measurements similar to those described above were 
carried out on the same compressor after the installation of a 
vaned radial diffuser to investigate the changes in the 
characteristics of broad-band excitation or reverse flow with 
different geometric conditions in the diffuser flow. 

Flow characteristics of high-performance centrifugal com­
pressors with vaned diffusers have been previously in­
vestigated [11]. Unsteady flow behavior on the same com­
pressor with the diffuser type used in this investigation has 
been published in [12]. Results show the occurrence of a two-
lobe pattern rotating stall for compressor speed above 14,000 

vaned diffuser 

blade modes 

2.01 kg/s 

2.12 kg/s 

2.31 kg/s 

rhred = 2.92 kg/s 
.2 0 1000 2000 3000 Hz 5000 

frequency f 

Fig. 18 Blade vibration response to broad-band pressure excitation 
shown in Fig. 16 at corresponding operating points; n r e d = 10,800 rpm 

rpm, while a three-cell rotating stall could be determined at 
compressor operation in the range of 12,300-13,000 rpm. 
Both patterns were rotating in the direction against the im­
peller. At a still lower compressor speed of 10,800 rpm no 
periodic unsteady flow phenomena could be obtained from 
the analysis of unsteady pressure signals. According to Fig. 16 
broad-band characteristics can be recognized in the spectra for 
compressor operation at different mass flows in the unsteady 
flow regime. Shifting of the maximum of the pressure fluctua­
tion frequency distribution to lower frequencies as an indica­
tion to a growing reverse flow area versus lower mass flow 
rates can clearly be recognized in this diagram. Results ob­
tained here are very similar to those obtained with the vaneless 
diffuser in Fig. 9 and 13. Even results from transducers along 
the flow path as shown in Fig. 17 and according to this 
diagram even in the diffuser throat and exit show very good 
similarity to conditions with the vaneless diffuser. Blade 
response to reverse flow characteristics as shown in Figs. 16 
and 17 is presented in Fig. 18 for corresponding operating 
points as shown in the diagram in Fig. 16. Very little dif­
ference in blade response characteristics to broad-band flow 
fluctuations was obtained for vaneless and vaned diffusers. 
The spectra in Fig. 18 demonstrate again a dominant excita­
tion of blade mode II at 2.71 kg/s. Vibration characteristics 
change for compressor operation at 2.31 kg/s, where the spec­
tra show more significant excitation of the first blade mode. 
This is due to the displacement of the flow fluctuation max­
imum versus lower frequencies shown in Fig. 16. The same 
reason has to be mentioned for the decreasing blade vibration 
amplitudes at still lower mass flow rates. 

Conclusions 
• Broad-band pressure fluctuations were determined as the 
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cause for strong blade vibration in unsteady flow regimes 
below 14,000 rpm. 
• Compressor operation in unsteady flow regimes was 
characterized by the existence of a reverse flow zone near the 
wall at the impeller inlet. The radial extent of this zone in­
creases toward lower mass flow rates. 
• Broad-band pressure fluctuations were correlated with the 
occurrence of a reverse flow close to the shroud wall from im­
peller outlet to inlet. 
• Maxima of broad-band pressure fluctuation amplitudes in 
the spectra shift to lower frequencies if mass flow is reduced 
due to the increasing reverse flow area in the impeller channel. 
9 A clear relationship between the cause of blade excitation 
and response could be demonstrated. Dominant blade mode II 
excitation was obtained at higher mass flow operation due to 
broad-band pressure fluctuations in this frequency range. If 
mass flow is reduced the pressure oscillation frequency 
decreases and consequently blade vibration in a lower mode (I) 
can be observed. Further reduction of mass flow leads to a 
decrease of total vibration amplitude due to the increasing dif­
ference between blade and pressure fluctuation frequency. 
• For compressor speed above 10,800 rpm flow 
characteristics immediately before surge show a decreasing ex­
tent of the impeller inlet reverse flow zone. This means a 
slightly larger compressor operating range below 10,800 rpm. 
• Similarity of the results for operating conditions with 
vaneless and vaned diffuser show that reverse flow, which is a 
significant source of blade excitation, can be considered as a 
typical phenomenon of the impeller. 
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The Measurement of Boundary 
Layers on a Compressor Blade in 
Cascade: Part 2—Suction Surface 
Boundary Layers 
Using the facility described in Part 1 [29], eleven detailed velocity and turbulence in­
tensity profiles are obtained on the suction surface of a double circular arc blade in 
cascade. At the measured incidence angle of 5 deg, transition through a leading edge 
separation bubble occurs before 2.6 percent chord. A continuing recovery from this 
leading edge separation is apparent in the measured boundary layer profiles at 2.6 
and 7.6percent chord. Recovery appears to be complete by 12.7percent chord. The 
data then illustrate the evolution of the nonequilibrium turbulent boundary layers as 
they approach a second region of separation. Following the criteria established by 
Simpson et al. [1], we find that intermittent separation occurs near 60 percent chord 
while detachment occurs at 84.2 percent chord. Comparison between the measured 
profiles and the sublimation visualization studies indicates that the flow visualiza­
tion is signaling the location of incipient detachment (1 percent instantaneous 
backflow). Measured profiles are also considered in light of similarity techniques 
for boundary layers approaching separation. Outer region similarity is shown to 
vanish for profiles downstream of detachment. 

Introduction 

Over the past two decades, techniques for computing com­
plex flows haye become increasingly more sophisticated. It is 
desirable that these techniques find their way into the tur-
bomachinery design process. These numerical techniques are 
capable of very detailed predictions, but to be used with con­
fidence, they should be tested against very detailed experimen­
tal data under typical flow conditions. As turbomachinery 
testing has generally been concerned with overall tur­
bomachinery performance rather than with the details of the 
flow field, such data are lacking. 

In order to provide some of the needed data, we used a one-
component laser-Doppler velocimeter (LDV) to measure the 
two-dimensional, periodic flow field about a double circular 
arc, compressor blade in cascade. Eleven boundary layer pro­
files were taken on both the pressure and suction surfaces of 
the blade; two profiles were taken in the near wake. AH 
measurements were made at a chord Reynolds number (Rec) 
of 500,000 (± 1 percent) and an incidence angle of 5 deg (that 
is, the stagnation point is on the pressure surface). The tur­
bulence intensity in the incident flow was 0.18 percent. With 
an incidence angle of 5 deg, the pressure surface exhibits a 
large region of laminar flow (up to roughly 60 percent chord); 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 24, 1987. Paper No. 
87-GT-249. 

transition on the pressure surface appears to be incomplete. 
The suction surface profiles appear to separate both at the 
leading edge and again somewhat beyond midchord; the 
leading edge separation apparently reattaches by 2.6 percent 
chord. Using the terminology of Simpson et al. [1], we found 
incipient detachment to occur at 60 percent chord on the suc­
tion surface and transitory detachment to occur at 83 percent 
chord. Inlet and outlet five-hole probe measurements and 
blade static-pressure measurements supplement the blade 
boundary layer profiles. Surface flow visualization, through 
sublimation, complements the transition and separation 
region data. 

In Part 1 of this study [29] we described the cascade facility 
and the two-dimensional, periodic flow field established in the 
facility. The requirement of laser access to the blade pack 
made the cascade facility somewhat unique. In this, Part 2 of 
the study, we describe the LDV system and document the suc­
tion surface flow field. Particular attention is paid to the large 
separated region past midchord. Part 3 of the study will pre­
sent the pressure surface flow field and the near wake. 

Laser-Doppler Velocimeter 

All blade boundary layer and near-wake measurements were 
made using a single-component LDV. For all the LDV 
measurements, a specially designed traversing mechanism was 
used that matched the arc of motion of an optics cradle to that 
of the blade curvature (two arcs were employed, one for 
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each of the pressure and suction surfaces). All measurements 
were made in the plane of the local blade normal. Translation 
of the optics cradle normal to the blade could be accomplished 
in step intervals as small as 0.0254 mm. Prior to the LDV 
measurements, a reference distance was established by focus­
ing the LDV control volume on an insert that fit securely over 
the center measuring blade. Narrow lines had been etched on 
the insert (on arcs matching the blade curvature) to be known 
distances from the blade surface. Repeatability in establishing 
a measurement reference was estimated to be ±0.05 mm, and 
this uncertainty is probably the major source of scatter in the 
velocity data. 

A two-watt, Spectra-Physics, argon-ion laser was used for 
the measurements. Power on the blue line (488 nm 
wavelength) ranged between 0.5 W and 0.7 W on a day-to-day 
basis. Standard TSI backscatter optical components were 
used; the 371.3 mm focusing lens was chosen to allow the 
measurements to be made at the blade midspan. The ellip­
soidal measurement volume was reduced through the use of a 
(2.71:1) beam expander; the predicted measurement length in 
the direction normal to the blade was 37 /*m. While this length 
was small when compared to the length scales of the turbulent 
boundary layers on the suction surface, we shall show in Part 
3 that it is roughly half the size of the displacement thickness 
of the initial laminar profile on the pressure surface. Where 
appropriate, optical shifting at 5 MHz was employed. Note 
that to measure close to the blade surface the optical cradle 
was tilted at an angle of roughly 1 deg. Silicon carbide par­
ticles having a mean diameter of 1.5 /tm were used for laser 
seeding. In an attempt to maintain a uniform distribution, we 

.injected the silicon carbide particles well upstream of the 
measurement station. The particles were suspended in a 
"cloud chamber," which was constructed for this study, and 
were injected into the tunnel by a small overpressure. Gain, on 
the counter-processor, was kept low, and particle counts 
averaged only 20 or so particles per second (as we will discuss, 

however, the velocity probability distributions were 
remarkably clean). 

LDV data acquisition and reduction was accomplished by 
using a direct link to a VAX 11/782 computer. Software 
allowed selection of the focusing lens half angle, the laser 
wavelength, the frequency shift, the minimum number of 
cycles employed in the calculation (eight here), and the 
number of particle counts per run. Initial output was in the 
form of a velocity histogram. Minimum and maximum veloci­
ty limits could be set by two cursors to eliminate obvious noise 
from the distribution. Final output was mean velocity, local 
turbulence intensity, and the percent of particle counts 
employed in the calculations. For some of the profiles 
measured, the skewness and kurtosis of the distribution were 
also calculated. The percentage of particle counts employed in 
the calculation may be used as an indicator of signal-to-noise 
ratio. At least 98 percent of the total particle counts were used 
for measurement stations in the boundary layer; at least 95 
percent were employed for points in the free stream (the dif­
ference in percentages reflects the fact that fewer overall 
points were used at the free-stream locations). 

For a counter-processor, employed in a highly turbulent 
flow, the calculation of mean velocity and turbulence intensity 
may not be straightforward. McLaughlin and Tiederman [2], 
Hoessel and Rodi [3], Giel and Barnett [4], Edwards [5], Ed­
wards and Jensen [6], Johnson et al. [7], and Stevenson et al. 
[8] have all discussed the question of velocity bias in a highly 
turbulent flow. As pointed out first in [2], the problem arises 
because more high-speed particles than low-speed particles ar­
rive in the measurement volume during a given measurement 
interval. A related problem, terms incomplete signal bias in 
[8], can be eliminated by employing a sufficiently high fre­
quency shift. 

McLaughlin and Tiederman [2] describe a correction for the 
phenomenon (with uniform seeding), but it requires complete 
velocity vector information. A more practical one-
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dimensional correction is also given, but this correction tends 
to overestimate the error for local turbulence intensities > 20 
percent. Edwards [5] shows that the biasing error can be made 
negligibly small for the case of a saturated data handling 
system (taking data at a fixed rate set by the slowest compo­
nent of the system) by taking the particle density equal to the 
seeding rate (this assumes a validation circuit for the system). 
Stevenson et al. [8] used equal time interval sampling in a very 
highly seeded mixing layer as a bias-free test case. As pointed 
out by Edwards and Jenson [6], very high seeding rates may 
open the door to other types of errors, for example, by reduc­
ing the actual number of statistically independent samples 
used to form the velocity statistics. Moreover, a very high seed 
rate may be difficult to achieve in precisely those regions in 
which the bias is expected to be high. Often, in fact, a counter-
processor is chosen over a tracker processor because of its 
ability to act at very low seeding rates. 

The bias question is obviously quite complex, and a consen­
sus opinion on how to correct data is still lacking. Some issues, 
such as nonuniform particle seeding, of interest particularly in 
air flows, have not yet been the subject of detailed studies (see 
[3], for instance). Giel and Barnett [4] conducted an experi­
ment favorable to obtaining statistical bias, but no consistent 
bias was evident, thus further obscuring the bias question. In 
the current study, we employed simple arithmetic averaging. 
For many of the boundary layers measured, we monitored the 
skewness with the idea that a change of shape from the 
classical distribution in the boundary layer might signal 
significant velocity bias. No such deviations were observed. 
We note that both McLaughlin and Tiederman [2] and 
Johnson et al. [7] show that the overestimate of the mean 
velocity goes roughly quadratically with turbulence intensity, 
being 5 percent for a local turbulence intensity near 20 per­
cent, and being 12 percent for a local turbulence intensity near 
35 percent.1 These numbers should be borne in mind not only 
when evaluating the data presented here, but also when 
evaluating any measurements made in highly turbulent flows. 
The mean velocity here was taken as 

1 N 
u = 12 u„ 

i v n = l 

the local turbulence intensity was taken as 

u' l r l A / i 1 / 2 

—=—Kr £<""-"> 
u u L JV „ " J 

and the turbulence intensity was taken as u'/Ue. 
Experience has shown that quite satisfactory repeatability 

of the mean velocity and turbulence intensity can be 
guaranteed in boundary layer flows by using 1000 particle 
counts in regions in which the local turbulence intensity ex­
ceeds 5 percent. In regions of local turbulence intensity of less 
than 5 percent but more than 2 percent, 500 points are used, 
while 200 points are used in regions of less than 2 percent. At 
each chord position, profiles were defined by statistically 
treating the data for six individual experiments. Six ex­
periments were chosen as the statistics found from six ex­
periments showed less than 1 percent scatter in the free-stream 
data. Error bands, presented on the LDV data plots, represent 
95 percent confidence levels as determined by a Student's t 
test. 

The preliminary data analysis is automated on the VAX 
11/782 computer. The effect of the normal pressure gradient 

1 It is no t obvious tha t turbulence intensity is the only relevant variable. For 
example, the values of the higher momen t s of the velocity probabil i ty distribu­
t ion are no doubt also of impor tance . 
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Fig. 1 Blade static-pressure distribution (the vertical line segments 
represent the locations of LDV measurements: P is the pressure sur­
face; S is the suction surface) 
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Fig. 2 Measured suction surface boundary layers 

on the boundary layer profiles is accounted for first. Details of 
the technique are given by Zierke and Deutsch [9] and basical­
ly follow the approach suggested by Mellor and Wood [10] 
and Ball et al. [11]. Briefly the technique assumes that the pro­
file may be represented as 

11 = wmeas — w inv "r '-'e 

so that the edge velocity Ue can be determined by ex­
trapolating the outer inviscid flow uim to the wall (where u = 
"meas = 0) m some reasonable manner. The method is not 
rigorous in its definition of the inviscid regin, and hence in the 
manner of extrapolation. Our own experience with the 22 
boundary layers measured here, however, is that the edge 
velocity is quite insensitive to any reasonable choice of the in­
viscid region. 

Suction Surface Boundary Layers 

Suction surface boundary layers were taken at 11 chordwise 
locations on the center blade. Figure 1 shows these chordwise 
locations as well as the static-pressure distribution. A very 
large adverse pressure gradient exists near the leading edge. 
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74.0 PERCENT CHORD 

Fig. 3 Reconstructed suction surface boundary layers in outer 
variables 

This gradient gradually becomes less severe with downstream 
distance and vanishes entirely near 80 percent chord. No 
pressure gradient is evident the last 20 percent of the chord, 
which indicates a possible separation region, that is, a region 
that cannot sustain a stream wise pressure gradient. 

The measured suction surface boundary layers are presented 
in Fig. 2.2 The inviscid regions show the effects of the normal 
pressure gradient. As noted earlier the influence of the normal 
pressure gradient was first removed by the method described 
by Zierke and Deutsch [9]. Note how the large curvature in the 
streamlines near the leading edge results in a highly curved in-
viscid region. The 95 percent confidence bands are quite small 
for all the boundary layers except in two regions. First, the 
thin boundary layer at 2.6 percent chord has a large velocity 
gradient near the surface; because of this large gradient, the 
sensitivity to probe placement is heightened, and the 
measurements are less repeatable. Second, as suspected, the 
boundary layer at 94.9 percent chord was separated, and the 
unsteadiness in the separation process resulted in larger error 
bands. 

All of the measured suction surface boundary layers are tur­
bulent. This implies that transition took place before the 
measurement station at 2.6 percent chord, which is not sur­
prising considering the very large adverse pressure gradient 
near the leading edge. The separation of a laminar boundary 
layer under an adverse pressure gradient results in a free shear 
layer, which is unstable. The transition to turbulence takes 
place very rapidly. Once turbulent entrainment increases, the 
shear layer is enlarged which results in a pressure recovery and 
a rapid reattachment. Thus, the separation "bubble" can be 
quite short and close to the leading edge. 

Although the transition takes place very close to the leading 
edge, the recovery process extends some distance downstream. 
This process can be seen from the mean-velocity profiles plot­
ted in dimensionless outer variables. These plots are shown in 
Fig. 3 where the normal pressure gradients have been taken in­
to account as described previously (see [9]). The recovery pro­
cess can be seen to extend through the 2.6 and 7.6 percent 
chord locations by observing the shape of the profiles. As we 
will show later, the shape of the velocity profiles results in 
higher values of Hu during the recovery process. The local 
turbulence intensity profile at 2.6 percent chord also indicates 
recovery. This turbulent boundary layer was the only one 
measured in which there was a maximum value of local tur­
bulence intensity away from the surface. 

Tabulated data will be supplied on request. 

Fig. 4 Reconstructed suction surface boundary layers in inner 
variables 

The mean velocity data were fit to the wall-wake equation 
of Coles [12] 

u 1 (yu.\ II / v \ 
— = ln(-^—-M+C+ W{^-) 
UT K \ V / K \ 8 / 

through a least-squares technique described by Zierke and 
Deutsch [9]. For a given boundary layer thickness, the tech­
nique simultaneously calculates the values of uT and II that 
yield the best fit to the data. Figure 4 shows the velocity pro­
files in inner variables. The logarithmic region reaches a max­
imum and the wake region reaches a minimum at 12.7 percent 
chord. This seems to be a second indication of complete 
recovery from the leading edge separation "bubble." As we 
move farther downstream, Coles' wake parameter II (which 
controls the size of the wake region) increases, and this results 
in a reduction in the extent of the logarithmic region. As 
separation is reached, the logarithmic region disappears and 
the wall-wake equation cannot be fit to the data. This conclu­
sion was reached earlier by Simpson et al. [13], who found the 
law of the wall valid until intermittent separation (flows con­
taining instantaneous flow reversals) was reached. 

Although the influence of surface curvature cannot be ex­
tracted from the data, one must suspect that this influence is 
indeed present. The convex curvature on the suction surface 
(0.01 < \8/Rc\ < 0.2) and the concave curvature on the 
pressure surface (0.002 < \8/Rc\ < 0.02) have opposite ef­
fects on turbulent boundary layers. Ramaprian and 
Shivaprasad [14] show that convex curvature reduces the 
logarithmic region and increases the relative strength of the 
wake component. Except for the initial region of curvature, 
convex curvature increases the rate of growth of Ree and 
decreases Cf. Shivaprasad and Ramaprian [15] claim that the 
effects of convex curvature on the behavior of the turbulent 
boundary layer are even stronger than the effects of concave 
curvature at the same value of I d/Rc 1. Their measurements 
showed that convex curvature reduces turbulence intensity and 
Reynolds shear stress. Measurements by So and Mellor [16], 
Gillis and Johnston [17], and Gibson et al. [18] agreed. These 
results indicate that for very strong convex curvature effects, 
regions can be found where turbulence cannot exist. Bradshaw 
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Fig. 5 Variation of displacement thickness, first shape factor, momen­
tum thickness Reynolds number, and skin friction coefficient on the 
suction surface ( o —obtained from a smoothed cubic spline fit; a —ob­
tained from a least-squares fit of the wall-wake equation; a —obtained 
from a smoothed cubic spline fit and the Ludweig-Ti l lman equation) 

[19] showed that the behavior of the turbulent boundary layer 
is very sensitive to streamline curvature as mild as \5/Rc I = 
0.003. He used an analogy between the effects of streamline 
curvature and buoyancy to estimate quantitatively the effect 
of curvature on mixing length distribution in the boundary 
layer. So [20] verified this buoyancy analogy mathematically. 
Shivaprasad and Ramaprian [15] made measurements which 
support the buoyancy analogy of Bradshaw [19] for mild con­
vex curvature. For concave curvature, they found the buoyan­
cy analogy useful only for values of 18/Rc I near 0.01. 

Figure 5 includes plots of 5*, H12l Ree, and Cf. These 
parameters were calculated from a smoothed cubic spline fit 
of the data, except for Cf, which was calculated from the 
least-squares fit of the data to the wall-wake equation. Values 
of H12 and Ree were also used to calculate Cf from the em­
pirical equation of Ludweig and Tillman [21]. The displace­
ment thickness increases gradually at first and then increases 
rapidly through separation. The plot of Hn indicates a tur­
bulent boundary layer beginning near the leading edge. 
Recovery from the leading edge separation "bubble" results 
in an initial decrease of Hn. Separation of turbulent boundary 
layers is usually approximated using values of Ha near 2.2, 
which corresponds here to a suction surface location near 60 
percent chord. Sandborn and Kline [22] proposed a relation 
for intermittent separation 

1 
#,, = !+-

1-
5* 
T 

which yields 66.9 percent chord (corresponding to Hn = 2.70) 
as the location of intermittent separation for the data 
presented here. Values of Cf appear to be near zero at the 
leading edge which corresponds to the vanishing skin friction 
at the beginning of the leading edge separation "bubble." Cf 
reaches a maximum after the boundary layer has totally 
recovered from the leading edge separation and then decreases 
as the trailing edge separation of the turbulent boundary layer 
is reached. Cy vanishes near 80 percent chord. 

Defining separation as the entire process of the breakdown 
of boundary layer flow, Simpson et al. [1] quantified the 
various stages of separation with the instantaneous backflow 
near the wall. Incipient detachment (ID) occurs with 1 percent 
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Fig. 6 Instantaneous backflow measurements of the 63.2, 74.0, 84.2, 
and 94.9 percent chord locations on the suction surface 
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Fig. 7 Maximum percent backflow on the suction surface (ID = inci­
pient detachment; ITD = intermittent transitory detachment; TD = tran­
sitory detachment; SFV = separation point from flow visualization) 

instantaneous backflow; intermittent transitory detachment 
(ITD) occurs with 20 percent instantaneous backflow; tran­
sitory detachment (TD) occurs with 50 percent instantaneous 
backflow; and detachment occurs when the wall shear stress 
becomes zero. The percent backflow is easily calculated as the 
portion of the measured velocity distribution that includes 
negative velocities. Figure 6 shows the instantaneous backflow 
measurements at the 63.2, 74.0, 84.2, and 94.9 percent chord 
locations. Figure 7 shows the maximum percent backflow as a 
function of percent chord. The sublimation flow visualization 
tests showed separation to occur at 65.6 ± 3.5 percent chord, 
and a comparison with the maximum instantaneous backflow 
data of Fig. 7 shows that flow visualization yields a value for 
separation which is only slightly downstream of incipient 
detachment. Locating turbulent separation by observing when 
Hl2 nears 2.2 also seems to indicate incipient detachment. We 
might note that although Simpson et al. [1] state that detach­
ment and transitory detachment need not be at the same loca­
tion, our skin friction calculations show that the chordwise 
locations of detachment and transitory detachment are quite 
close to one another. 

Restrictions in applying the wall-wake equation in the 
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Fig. 8 Reconstructed suction surface boundary layers in detect form 
with Perry-Schofield similarity 

vicinity of separation result from the velocity scale, u7, ap­
proaching zero. A vanishing ur leads to a vanishing 
logarithmic region, which would not cause concern if the 
separated flow profiles followed the law of the wake. Unfor­
tunately, experimental data prove otherwise (see [1], for exam­
ple). Perry and Schofield [23] developed a similarity defect law 
based on the maximum shear stress rather than the wall shear 
stress. The defect law was originally developed for attached 
boundary layers under moderate to strong adverse pressure 
gradients where rmax/T„ > 1.5. The defect law is 

u. 
where 

and 

U = -"(-f) [/„, 

B = 2.86d* (-£) 
Um is a velocity scale based on the maximum shear stress (U,„ 
= rmm/p) and L is the distance from the wall to rmax. The 
velocity scale Us is found using the methodology that Clauser 
[24] used to determine uT. A half-power equation is used near 
the wall 

= 0 . 4 7 1 — - ) (-^—) +1.0-
U. 

Perry and Schofield [23] suggested using the defect law for the 
outer 90 percent of the boundary layer with the half-power 
equation forming the innermost portion of that defect law. 
They recommended the law of the wall as an inner wall 
matching condition. Schofield [25] extended the model to 
detached flows by suggesting that the similarity would hold 
provided that the origin of the normal coordinate has been 
moved from the wall to the location at which u = 0. 

u/U 

Fig. 9 Backflow similarity of the reconstructed boundary layer at 94.9 
percent chord on the suction surface (the solid line represents the 
backflow similarity of data measured by Simpson et al. [1,13]) 
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Fig. 10 Turbulence intensity data for the suction surface boundary 
layers 

The suction surface boundary layers are plotted using the 
similarity relation of Perry and Schofield [23] in Fig. 8. In the 
outer 90 percent of the boundary layer, the similarity relation 
collapses the data quite well for chord locations upstream of 
the separated region. As the amount of instantaneous 
backflow increases, however, the data deviate more and more 
from the similarity relation. This deviation is in seeming con­
trast to the conclusions made by Schofield [25]. A close ex­
amination of his defect plots, however, shows similar trends in 
his analyzed data and the data shown in Fig. 8. The wall-wake 
equation appears to be the best of the similarity techniques for 
profiles approaching detachment. 
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No outer region similarity seems to exist downstream of 
detachment. Many researchers have attempted a law of the 
wake correlation without success (see [1], for example). For a 
turbulent boundary layer subjected to a streamwise pressure 
gradient, Mellor and Gibson [26] suggested replacing the shear 
velocity with a pressure velocity, (5*/p)(dp/dx), as the veloci­
ty scale. However, Schofield [27] has shown this scaling to be 
inadequate. Using the velocity scale corresponding to the max­
imum shear stress as suggested by Schofield [25] has been 
shown to give poor similarity in Fig. 8. Mehta and Goradia 
[28] had some success by assuming the outer region velocity 
profiles behave like a two-dimensional mixing layer. Their 
similarity variables were not found to give outer region 
similarity with the data measured here. 

Similarity in the backflow region seems to show more prom­
ise. Simpson et al. [1] found good backflow similarity by nor­
malizing the velocity by the maximum backflow velocity, and 
the distance from the wall by the distance to the maximum 
backflow velocity. Schofield [25] found that this backflow 
similarity could be improved by using the total backflow 
thickness as the length scale. Figure 9 shows this backflow 
similarity for the data at 94.9 percent chord. Despite the scat­
ter, the backflow data seem to collapse quite well with the data 
measured by Simpson et al. [1, 13]. The only exceptions are 
the two data points closest to the wall: data for which the 95 
percent confidence bands are larger than the magnitude of the 
mean velocity. 

The turbulence intensity on the suction surface is shown for 
all 11 chord positions in Fig. 10. Recovery from the leading 
edge separation is apparent from the peaks in turbulence in­
tensity that occur away from the surface for the 2.6 and 7.6 
percent chord locations. These peaks also occur in the separa­
tion region from 63.2 through 94.9 percent chord. This shape 
reflects the movement in the location of the maximum mean-
shear rate outward from the near-wall region. 

Conclusions 

Viscous calculations for turbomachinery applications have 
been handicapped by a lack of sufficiently detailed and precise 
data against which these calculation schemes can be com­
pared. In order to help overcome this problem, we have 
presented measurements of the boundary layers and wakes 
(see Part 3) about a double circular arc, compressor blade in 
cascade. A two-dimensional, periodic cascade flow has been 
developed without the use of continuous side wall suction. 
This facility has allowed these measurements to be made with 
a nonintrusive LDV system. Despite the facts that the 
measured flow field was very complex and that only a one-
component LDV system was used, the measurements 
presented here have led to an initial physical understanding of 
the cascade flow field. In this Part 2 of the study, we have 
presented detailed measurements of the suction surface flow 
field. Particular attention has been paid to the recovery from 
the leading edge separation bubble and to the separated region 
beginning near 60 percent chord. 

The leading edge separation "bubble" on the suction sur­
face was too small to be measured. Boundary layers measured 
downstream of this "bubble" are fully turbulent and the 
recovery process after reattachment extends downstream a 
distance of nearly 10 percent chord. The recovery process can 
be identified by the velocity profile shapes (including shape 
factors). 

The nonequilibrium turbulent boundary layers downstream 
of the separation "bubble" follow the wall-wake equation of 
Coles [12] until detachment of the boundary layer is reached. 
These boundary layers also show good similarity using the 
defect law of Perry and Schofield [23] up to the location where 
instantaneous backflow is present. Similarity becomes worse 

as the amount of instantaneous backflow is increased. No 
outer region similarity seems to exist downstream of detach­
ment. In the backflow region, however, the data measured 
here seem to follow the backflow similarity shown by other 
researchers. Backflow similarity is found by using the max­
imum backflow velocity as the velocity scale and the total 
backflow thickness as the length scale. 
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The Measurement of Boundary 
Layers on a Compressor Blade in 
Cascade: Part 3—Pressure 
Surface Boundary Layers and the 
Near Wake 
t/s/ng the facility described in Part 1 [23], 11 detailed velocity and turbulence inten­
sity profiles are obtained on the pressure surface of a double circular arc compressor 
blade in cascade. Two profiles are obtained in the near wake. Laminar boundary 
layer profiles, which agree well with profiles calculated from Falkner-Skan theory at 
the local pressure gradient, persist through 57.2 percent chord. The measurements 
indicate that the onset of transition occurs near 60 percent chord—a value in good 
agreement with the sublimation flow visualization studies (see Part 1). The lack of a 
logarithmic region in the data measured at the last chord position (97.9 percent 
chord) indicates that transition is not complete. The thin laminar boundary layers 
near the leading edge lead to some measurement problems, which are characterized 
by large turbulence intensities, in using the laser-Doppler velocimeter (LDV). Close 
examination of this problem shows that a combination of velocity-gradient broaden­
ing and a vibration of the LDV measurement volume causes an elevation of the 
measured turbulence levels. Fortunately only small errors in mean velocity are in­
troduced. Because of the detached boundary layer on the suction surface, both of 
the near-wake velocity profiles exhibit regions ofbackflow. As expected, these near-
wake velocity profiles do not exhibit similarity when tested against criteria derived 
for the far wake. 

Introduction 

Over the past two decades, techniques for computing com­
plex flows have become increasingly more sophisticated. It is 
desirable that these techniques find their way into the tur-
bomachinery design process. These numerical techniques are 
capable of very detailed predictions, but to be used with con­
fidence, they should be tested against very detailed experimen­
tal data under typical flow conditions. As turbomachinery 
testing has generally been concerned with overall tur­
bomachinery performance rather than with the details of the 
flow field, such data are lacking. 

In order to provide some of the needed data, we used a one-
component laser-Doppler velocimeter (LDV) to measure the 
two-dimensional periodic flow field about a double circular 
arc, compressor blade in cascade. Eleven boundary layer pro­
files were taken on both the pressure and suction surfaces of 
the blade; two profiles were taken in the near wake. All 
measurements were made at a chord Reynolds number Rec of 
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500,000 (±1 percent) and an incidence angle of 5 deg (that is, 
the stagnation point is on the pressure surface). The tur­
bulence intensity in the incident flow was 0.18 percent. With 
an incidence angle of 5 deg, the pressure surface exhibits a 
large region of laminar flow (up to roughly 60 percent chord); 
transition on the pressure surface appears to be incomplete. 
The suction surface profiles appear to separate both at the 
leading edge and again somewhat beyond midchord; the 
leading edge separation apparently reattaches by 2.6 percent 
chord. Using the terminology of Simpson et al, [1], we found 
incipient detachment to occur at 60 percent chord on the suc­
tion surface and transitory detachment to occur at 83 percent 
chord. Inlet and outlet five-hole probe measurements and 
blade static-pressure measurements supplement the blade 
boundary layer profiles. Surface flow visualization, through 
sublimation, complements the transition and separation 
region data. 

In Part 1 [23] of this three-part study, we described the 
cascade facility and the two-dimensional, periodic flow field 
established in it. In Part 2 [24], we described the LDV 
measurement system and presented and discussed the suction 
surface flow field data. In this, Part 3 of the study, we 
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describe the detailed LDV studies made on the pressure sur­
face of the double circular arc blade and in the near wake. 

Laser-Doppler Velocimeter 

All blade boundary layer and near-wake measurements were 
made using a single-component LDV. The LDV system was 
described in detail in Part 2 of this study. For completeness, a 
brief description is also included here. 

For all the LDV measurements, a specially designed travers­
ing mechanism was used that matched the arc of motion of an 
optics cradle to that of the blade curvature. All measurements 
were made in the plane of the local blade normal. Prior to the 
LDV measurements, a reference distance was established by 
focusing the LDV control volume on an insert which securely 
fit over the center measuring blade. Repeatability in 
establishing a measurement reference was estimated to be 
±0.05 mm, and this uncertainty is probably the major source 
of scatter in the velocity data. 

A two-watt, Spectra-Physics, argon-ion laser and standard 
TSI backscatter optical components were used for the 
measurements. The ellipsoidal measurement volume was 
reduced through the use of a (2.71:1) beam expander; the 
predicted measurement length in the normal to the blade direc­
tion was 37 nm. While this length was small when compared to 
the length scales of the turbulent boundary layers on the suc­
tion surface, we shall show that it is roughly half the size of the 
displacement thickness of the initial laminar profile on the 
pressure surface. Where appropriate, optical shifting at 5 
MHz was employed. Note that to measure close to the blade 
surface the optical cradle was tilted at an angle of roughly 1 
deg. Silicon carbide particles having a mean diameter of 1.5 
fim were used for laser seeding. 

LDV data acquisition and reduction was accomplished by 
using a direct link to a Vax 11/782 computer. The mean 
velocity was taken as 

1 £"« 
the local turbulence intensity was taken as 

-Hi? , <"•-«•] 
1/2 

chord position, profiles were defined by statistically treating 
the data for six individual experiments. Error bands, 
presented on LDV data plots, represent 95 percent confidence 
levels as determined by a Student's t test. 

The preliminary data analysis is automated on the Vax 
11/782 computer. The effect of the normal pressure gradient 
on the boundary layer profiles is accounted for first. Details of 
the technique are given by Zierke and Deutsch [2] and basical­
ly follow the approach suggested by Mellor and Wood [3] and 
Ball et al. [4]. Briefly the technique assumes that the profile 
may be represented as 

u = u, meas ^inv "•" ^e 

and the turbulence intensity was taken as u'/Ue. At each 

so that the edge velocity Ue can be determined by ex­
trapolating the outer inviscid flow uim to the wall (where 
u = umeas = 0) in some reasonable manner. 

Pressure Surface Boundary Layers 

Boundary layer measurements were made at 11 chord loca­
tions on the pressure surface of the center cascade blade. To 
help interpret these velocity profiles, Fig. 1 shows the 
measurement locations along with the pressure distribution. 
The combination of continuously changing pressure and 
moderate surface curvature (0.002 < \8/Rc I < 0.02) signals a 
complicated nonequilibrium flow field. At the leading edge, 
for example, the large incidence angle (5 deg) results in a 
strong acceleration which promises a region of laminar flow. 
In the region from 8 percent chord to 62 percent chord, the 
flow is subjected to a mildly adverse gradient so that the onset 
of transition might be expected in this region. The subsequent 
favorable gradient, however, makes the eventual complete 
transition to turbulence problematic. 

The measured pressure surface boundary layers are shown 
in Fig. 2.1 The blade-to-blade pressure gradient affects the in­
viscid region of each profile. This pressure gradient varies 
from a strong, nonlinear gradient near the leading edge, where 
the streamlines have a large curvature, to a nominally zero 
gradient near the trailing edge. As previously noted, each pro­
file was measured six times and the symbols in Fig. 2 represent 
velocity data averaged over the six tests. The error bands give 
95 percent confidence levels as determined by the Student's t 

Tabulated data will be supplied upon request. 

N o m e n c l a t u r e 

c = blade chord length 
Cf = skin friction coefficient = 

Tw/{pUl/2) 
Cp = static pressure coefficient = 

first shape factor = 5*/d 
leading edge 
pressure and suction surface 
length scales from the point 
of minimum velocity to a 
point where the velocity 
defect is (Ue — uCL)/2 
laser Doppler velocimetry 
data point index 
number of data points 
static pressure 
radius of curvature 
blade chord Reynolds 
number = cV^lv 

Ree = momentum thickness 
Reynolds number = 6Ue/v 

momentum thickness 
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Ue = 
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y = 
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5* = 

trailing edge 
streamwise velocity 
root mean square of the 
turbulent velocity 
fluctuation 
velocity at the boundary 
layer or wake edge 
velocity 
coordinate normal to the 
blade surface or across the 
wake 
boundary layer thickness 
(where « = 0.99 Ue) 
displacement thickness 

- j ; (1 - u/Ue)dy 
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V = 

p = 

Tw = 

Subscripts 
CL = 
inv = 

meas = 
n = 
P = 
s = 
1 = 

2 = 

= j o (u/Ue)(l-u/Ue)dy 

kinematic viscosity = 0.150 
cm2/s for air 
fluid density = 1.205 
kg/m3 for air 
wall or surface shear stress 

= normalized distance across 
the wake 

at the wake centerline 
inviscid 
measured 
data point index 
pressure surface 
suction surface 
inlet (upstream five-hole 
probe measurement station) 
outlet (downstream five-
hole probe measurement 
station) 
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Fig. 1 Blade static-pressure distribution (the vertical line segments 
represent the locations of LDV measurements: P is the pressure sur­
face; S is the suction surface) 
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Fig. 2 Measured pressure surface boundary layers 

test. These error bands are quite small, particularly in the in-
viscid regions. The exception appears at 2.7 percent chord 
where the boundary layer is so small that the LDV could only 
nominally penetrate the layer, and correspondingly, the 
resolution is poor. 

The boundary layers were analyzed using the methods 
described by Zierke and Deutsch [2], The influence of the nor­
mal pressure gradient was first removed. The reconstructed 
boundary layer data were then compared with a Falkner-Skan 
velocity profile (see [5]) at the local streamwise pressure gra­
dient. For the velocity profiles measured near the trailing 
edge, an attempt to fit the results to the wall-wake equation of 
Coles [6] was also made. Finally, integral parameters were ob­
tained both from a smoothed cubic spline fit of the data and 
from the Falkner-Skan solutions. The velocity profiles are 
replotted nondimensionally in Fig. 3. In spite of the influence 
of both curvature and changing pressure gradient on the flow 
field, the Falkner-Skan approximation appears to reasonably 
represent the mean velocity profiles through about 57.2 per­
cent chord. At 68.0 percent chord and beyond, there is an in­
creased thickening of the measured profiles relative to the 
Falkner-Skan correlation, which indicates transitional 
boundary layers. 

Empirical relationships have been developed for the predic-

Fig. 3 Reconstructed pressure surface boundary layers in outer 
variables with Falkner-Skan approximations (solid lines) 

tion of the beginning and end of transition; these relationships 
include the effects of free-stream turbulence and streamwise 
pressure gradient. Using the relationships of Abu-Ghannam 
and Shaw [7], for example, we predicted the onset of transi­
tion for the pressure surface data using the measured pressure 
distribution and a free-stream turbulence intensity (in the 
blade pack) of 1.5 percent. This turbulence intensity value was 
determined from hot-wire measurements at the edge of the 
boundary layer, close to the blade leading edge. Onset of tran­
sition was predicted to be at a momentum thickness Reynolds 
numbers (Ree) of 342, and comparison with the Ree found 
from the profiles put this onset at 47.8 percent chord. By onset 
here, we mean the first location at which the intermittency, as 
measured with a flush-mounted film probe for example, 
would be greater than zero. Because of the strong favorable 
gradient near the trailing edge, the scheme also predicted that 
a fully turbulent boundary layer would not develop on the 
pressure surface. There do not seem to be any empirical 
prediction schemes which include the effect of surface cur­
vature. While convex curvature apparently has no effect on 
transition, the concave curvature of the pressure surface can 
promote the generation of Gortler vortices (see [8]), which can 
cause transition to occur earlier. 

Sublimation flow visualization studies helped determine the 
transition point on the pressure surface. The average of five 
flow visualization tests placed the transition point at 64.2 ± 3.9 
percent chord with 95 percent confidence. Figure 4 shows a 
plot of mean velocity, normalized by the edge velocity, for a 
fixed distance (y = 0.508 mm) above the plate and a varying 
chord location. At this distance above the surface, the 
measurement volume is above the boundary layer for the first 
two chord locations. The decrease in mean velocity with chord 
location over the first half of the blade reflects the growth of 
the boundary layer relative to the fixed distance. The rapid rise 
in mean velocity near 60 percent chord indicates the onset of 
transition (see for example, [9]). Agreement with the flow 
visualization studies appears to be quite good.. However, the 
simple empirically based calculations of Abu-Ghannam and 
Shaw [7] pick too small a chord value for the onset of transi­
tion. The fact that the mean velocity does not reach a constant 
(or decreasing) value with increasing chord location indicates 
that the transition process is not complete. 

Integral parameters can also characterize transitional 
boundary layers. Plots of displacement thickness (5*), first 
shape factor (Hn), and momentum thickness Reynolds 
number (H12) are shown in Fig. 5. Also shown are values for 
the skin friction coefficient Cf. Most of the integral 
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Fig. 5 Variation of displacement thickness, first shape factor, momen­
tum thickness Reynolds number, and skin friction coefficient on the 
pressure surface ( Q — o b t a i n e d from a smoothed cubic spline fit; 
a —obtained from a Falkner-Skan approximation, o -obtained from a 
smoothed cubic spline fit and Ludweig-Ti l lman equation) 

parameters shown in Fig. 5 were obtained from a smoothed 
cubic spline approximation. Because of the lack of near-wall 
measurements for some of the extremely thin layers, we felt 
that the values of momentum thickness obtained from the 
spline fit were not accurate, so that some values of Hn and 
Ree (as shown in Fig. 5) were calculated from the appropriate 
Falkner-Skan approximations. Note the large decrease in 5* 
as the flow encounters the favorable pressure gradient near the 
trailing edge. Hi2 shows laminarlike values until just before 
the 68.0 percent chord location, at which point the values drop 
into the turbulent regime. The values of Cy are determined 
from the Falkner-Skan approximations. At the leading edge, 
the skin friction goes to infinity. In the transition regime, the 
Cf values, although known to increase, cannot be easily 
estimated. To indicate how large Cf might become near the 
trailing edge, a value based on the Ludweig-Tillman empirical 
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expression (see [10]) is given for the 97.9 percent chord loca­
tion. Use of the Ludweig-Tillman expression here is not 
strictly valid, as the boundary layer profile is probably not ful­
ly turbulent at 97.9 percent chord. 

An attempt was made to fit the boundary layer profile at 
97.9 percent chord to the wall-wake equation, but no 
logarithmic region was obtained. Purtell et al. [11] concluded 
that the logarithmic region seems to be an inherent 
characteristic of the turbulent boundary layer. That is, for 
fully developed turbulent boundary layers, they found the ex­
tent of the logarithmic region to be roughly a constant fraction 
of the boundary layer thickness as Re9 was decreased. Murlis 
et al. [12] found strong evidence for the validity of the 
logarithmic law of the wall, at zero pressure gradient, for Ree 
values as low as 700, while Smits et al. [13] found a 
logarithmic region, for favorable pressure gradients, at Ree as 
low as 261. Since no logarithmic region was found for the 
boundary layer at 97.9 percent chord, it must be concluded 
that either the boundary layer was not fully turbulent at a Ree 
of 388, or (less likely) that the logarithmic region was so small 
that it could not be detected. 

Turbulence intensity data for the pressure surface boundary 
layers are shown in Fig. 6. As the Falkner-Skan approxima­
tion has been shown to be reasonable for the profiles to 57.2 
percent chord, the large turbulence intensities near the wall are 
disturbing. A typical profile of the skewness versus v/5*, 
which is shown for the 5.9 percent chord location in Fig. 7, 
adds considerably to the problem in that this profile might 
reasonably resemble the shape of a skewness profile one might 
expect to find from measurements of a turbulent boundary 
layer. 

This problem was examined in some detail. Using both 
calibrated hot-wire probes in the boundary layer and un-
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calibrated hot films flush-mounted on the surface, we deter­
mined that the profiles near the leading edge were indeed 
laminar. Typically, at the edge of these leading edge boundary 
layers, the intensity was found to be near 1.5 percent. The dif­
ference between this value and the 0.18 percent found in the 
approach flow is probably due to the interaction of the flow 
with the blade pack. Having shown the boundary layers to be 
laminar, we next suspected that the intensity measurements 

105.4 
1 PERCENT CHORD 

, a 5 e»**eHmi 

\ 

»>««»»..»„»„„, 0( 

y, mm 

0 

-40 

-80 
0 

-40 

-80 

-120 

-160 

i€HheH tot Hon >-eH h-ew 
A 

109.6 

' " " " - w w w . • " w , , , ^ 

-

-

P >J 

S ^ n 

> l 

152.6 

-5 10 15 20 
u, m/sec 

25 30 

Fig. 9 Measured wakes (the wakes at 105.4 and 109.6 percent chord 
were measured with the LDV, while the wake at 152.6 percent chord was 
measured with a five-hole probe: P is the pressure surface; S is the suc­
tion surface) 

might be contaminated by mean-velocity-gradient broadening. 
This problem has been considered previously by Edwards et 
al. [14], Goldstein and Adrian [15], and Kried [16]. For 
simplicity in the current study, the laser intensity was taken to 
be constant for the entire measurement volume. In the present 
case then, error estimates could be easily made by assuming 
the Falkner-Skan approximate profiles or by using the 
smoothed cubic spline fit. Similar results are obtained for 
either estimate. In Fig. 8(a), an estimate of the turbulence in­
tensity caused by mean-velocity-gradient broadening is shown 
against percent chord for a measurement volume roughly as 
large as the volume estimated in the LDV section (37 /an). As 
it seemed plausible that the actual measurement volume might 
be larger than the volume estimated theoretically, we repeated 
the calculations for a measurement volume roughly twice that 
of the estimated volume. These results are shown in Fig. 8(b). 
Figures 8(a) and 8(b) show estimates for a constant y/S* of 
roughly 1.70; the measurement points are also given. It is clear 
from a comparison of the turbulence intensity calculated from 
the velocity-gradient broadening against the measured data, 
that the gradient broadening alone cannot account for the en­
tire intensity. In addition, the skewness when calculated from 
an assumption of velocity-gradient broadening is much 
smaller than that observed experimentally. 

As a second approach to the problem, we assumed that in 
addition to the gradient broadening problem, a small vibra­
tion may have contaminated the velocity signal. Calculations 
are again straightforward using either the spline fit or the 
Falkner-Skan approximations. Results for vibration ampli­
tudes of 25.4 nm and 50.8 /ton are again given in Fig. 8. With 
the exception of the points at 5.9 percent chord, which appear 
to have been biased by an inaccurate calculation of 8* (see Fig. 
5), the calculations agree reasonably well with the 
measurements for a measurement volume of 66 jim and a 
vibration amplitude of 50.8 ftm. Comparison between the 
measured and calculated skewness is also much closer. Some 
simple measurements with an accelerometer indicated that 
vibration amplitudes of this magnitude were not unreasonable 
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Fig. 10 Wakes in defect form with Gaussian similarity (solid lines) (P is 
the pressure surface; S is the suction surface) 

Fig. 11 Cascade blades with wake centerline and displacement 
thickness (the two near wakes were measured with respect to the ex­
tended pressure surface arc, which is shown) 

to expect, so that a combination of velocity-gradient broaden­
ing with a vibration of the measurement volume seems a likely 
cause for the elevated turbulence levels. As shown in Figs. 8(a) 
and 8(6) (and as can be shown for the suction surface tur­
bulent profiles), the effect becomes quite small as the 
boundary layer grows. In the present situation, the bias can 
probably be considered negligibly small for chord positions 
larger than about 25 percent. 

Turbulence intensity profiles are shown for the transitioning 
boundary layers on the pressure surface in Fig. 6. The data 
show classical shape (see [9]) and agree reasonably well with 
the measurements of Wang et al. [17]. 
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Wakes 

Near-wake measurements were made at 105.4 percent chord 
and 109.6 percent chord using the LDV technique. Five-hole 
probes were used to measure the far wake at 152.6 percent 
chord. Figure 9 shows the data points and their 95 percent 
confidence bands for all three wake positions. The two near-
wake profiles, which are quite similar, are very asymmetric 
because of the large difference in trailing edge boundary layer 
thicknesses on the two surfaces of the blade. The separation of 
the suction surface boundary layer (see Part 2) leads to 
negative mean velocities at the center of the near wake. Other 
researchers have also measured negative mean velocities in 
near wakes. Wadcock [18], using a flying hot wire, measured 
negative mean velocities in the near wake of an airfoil. Braden 
et al., [19] used an LDV to measure negative mean velocities in 
the near wake of an airfoil with confluent boundary layers.2 

Wakes become similar only at distances far downstream of 
their source. A Gaussian distribution can be used to correlate 
these far-wake data. Lakshminarayana and Davino [20] sug­
gested the correlation 

Ue-u 
= „ -0.693ij 

where ij is the normalized distance across the wake. The suc­
tion and pressure sides of the wake use different length scales, 
L, and Lp. L, and Lp are the distances on the suction and 
pressure sides of the wake centerline from the point of 
minimum velocity to a point where the velocity defect is 
{Ue — uCL)/2. The far-wake data of Lakshminarayana and 
Davino [20] showed similarity away from the wake edge for 
both inlet guide vane wakes and stator blade wakes. This 
similarity was corroborated by Hobbs et al. [21] for distances 
greater than 30 percent axial chord downstream of the trailing 
edge of their compressor cascade blades. Figure 10 shows that 

Confluent boundary layers develop on an airfoil with leading edge slats or 
trailing edge flaps, which causes the boundary layers from the various surfaces 
to interact. 
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our wake data have Gaussian similarity in the far wake. 
However, the two near-wake profiles exhibit no similarity. 

Integral parameters can be calculated from the wake veloc­
ity profiles. Using the location of the wake centerline and 
displacement thicknesses on either side of the centerline, the 
displacement surface can be drawn as seen in Fig. 11. The cur­
vature of the displacement surface in the near-wake region can 
be explained by the pressure difference of the two blade sur­
faces. The location of the displacement surface in the far-wake 
region can be partly explained by the large amount of separa­
tion on the suction surface of the neighboring blades. 
However, another explanation for this curvature of the 
displacement surface in the far-wake region is the confinement 
of the far wakes between the two tailboards (see Part 1). The 
effects of the tailboards must be taken into account when con­
sidering this displacement surface for wake modeling. 

Turbulence intensity profiles are presented for the two near 
wakes in Fig. 12. As with the turbulence intensity profiles in 
the separating boundary layers, the turbulence intensity peaks 
are displaced outward, essentially tracking the regions of large 
mean-velocity gradients. These data, although more detailed, 
are quite similar to the data of Hah and Lakshminaraya [22] 
for the near wake of an isolated airfoil. 

Conclusions 

Viscous calculations for turbomachinery applications have 
been handicapped by a lack of sufficiently detailed and precise 
data against which these calculation schemes can be com­
pared. In order to help overcome this problem, we have 
presented measurements of the boundary layers and wakes 
about a double circular arc, compressor blade in cascade. A 
two-dimensional, periodic cascade flow has been developed 
without the use of continuous side wall suction. This facility 
has allowed these measurements to be made with a nonin-
trusive LDV system. 

Despite the facts that the measured flow field was very com­
plex and that only a one-component LDV system was used, 
the measurements presented here have led to an initial physical 
understanding of the cascade flow field. Regions of laminar 
flow, transition, recovery from a leading edge separation 
"bubble," nonequilibrium turbulent flow, separated flow, 
and near-wake flow have all been investigated. Prediction of a 
flow field that includes all these flow regions will be a severe 
test for any viscous computational technique. 

Despite the varying streamwise pressure gradient, the 
laminar velocity profiles near the leading edge on the pressure 
surface show reasonable agreement with Falkner-Skan veloci­
ty profiles (computed at the same streamwise pressure gra­
dient). Transition was identified through a departure of the 
measured profile shape from the Falkner-Skan profile shape, 
or through the boundary layer shape factors. Sublimation 
flow visualization tests agree well with the position of the tran­
sition region, but empirical relationships predict onset of tran­
sition somewhat early. Transition on the pressure surface was 
incomplete. 

A problem was encountered with the LDV measurements in 
the extremely thin laminar boundary layers on the pressure 
surface. Large turbulence intensities were indicated. This 
problem was traced to a combination of mean-velocity-
gradient broadening and measurement volume vibration. Tur­
bulence intensity profiles in the transitional and turbulent 
boundary layers were not affected. 

The near-wake velocity profiles are asymmetric and include 
negative mean velocities at the wake center. These profiles do 
not show the Gaussian similarity shown in the far-wake profile 
measured with a five-hole probe. 
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1 Introduction 
Adkins and Smith [1] consider five flow processes that 

result in streamsurfaces in turbomachinery blading departing 
from an axisymmetric shape. These authors derived a diffu­
sion equation for the transport of any fluid property normal 
to the axisymmetric surfaces and also presented a method for 
the evaluation of the diffusion coefficient, which leads to 
good agreement between theory and experiment. The purpose 
of this note is less ambitious. It is to show that a diffusion 
equation for rothalpy can be derived in a semi-rigorous way 
through the process of passage-averaging. 

2 Mathematical Formulation 

The starting point for the analysis is an approximate form 
of the energy equation 

W . V / = 0 . (2.1) 

Here / is the rothalpy, defined by 

/ = h + Vz W2 - Vi Q2R2, (2.2) 

h is the static enthalpy, W the total relative velocity in a frame 
of reference rotating about the machine axis with constant 
angular velocity Q (see Fig. 1), and R is the radial coordinate. 
Equation (2.1) is a good approximation if the effects of 
viscosity and thermal conductivity in the gas are negligible. 
We are primarily concerned with the effect of spanwise mixing 
on the transport of rothalpy and since neither viscous nor ther­
mal diffusion are major contributors to this process, the above 
equation is a good approximation. 

The continuity equation 

V-(pW) = 0, (2.3) 

where p is the gas density, can be combined with equation (2.1) 
to give 

V-(pW7) = 0. (2.4) 

This equation is now passage-averaged — a process by which 
any flow variable Q, which depends on all three independent 
polar coordinates X, R, and 6, is rendered two-dimensional 
according to the equation2 
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For a more detailed discussion of the consequences of passage-averaging see 
the appendix to the paper by Jennions and Stow [2]. 
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1 f«M*.-R> 

S(x,;?)=— Q(x,R,d)de. 
Ad J ia(X, R) 

(2.5) 

Here the overbar denotes passage-averaged value, 0 = 6a and 
6 = 6b define the blade surfaces, and Ad = 6b—6a. If there are 
N blades in the blade row then the blockage B can be defined 
by 

B = N(db-ea)/2-K. (2.6) 

The passage-average of equation (2.4) is then 

— (BR ~iwl) + — (Br ^7i) = 0, 
dx dr 

(2.7) 

where x and r are "leaned" coordinates (to allow for blades 
with non-radial leading and trailing edges) and w and u are the 
components of W in these directions (see Fig. 1). Making use 
of the passage-average of the continuity equation, equation 
(2.7) may be written 

- d -
W / = -mdm BRp dr' pw 

where Wm is the meridional velocity (=(« 2 + w2)1/!), d/dm is 
the rate of change along a meridional streamline, defined as 

T-T3 _ d ,d 
Wm-— = w — + w—, m dm dx dr 

(2.9) 

a tilde denotes density-weighted average, and a circumflex a 
flux-averaged, i.e., 

Wm = p Wm/p, / = pwl/pw = wl/w. (2.10) 

If we now introduce the density-weighted hade angle X, de­
fined by 

tan \ = u/w, (2.11) 

Meridional Streamline 

m,Wm 

• * Q 
-»-x 

Fig. 1 The coordinate system 
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then 

pu 

pw 

vti= vt(i+r)= v,i+ ver = vtr, (3.1) 

pwl —pul =tan X pwl—pul , 

= pl(w tan X —w), 

1 
pVtI (2.12) 

cos X 
where Ve is the velocity normal to the axisymmetric blade-to-
blade surfaces, i.e., 

Vt= -w sin X+« cos X = Wm sin (X-X). (2.13) 

Equation (2.8) now becomes 

d . 1 a / BR 
W 1= -

'" dm BRp dr \ cos X 

/ BR \ 
TpVtl). 

Xcos X / 

(2.14) 

This equation shows clearly that the transport of (flux-
averaged) rothalpy depends on the spanwise velocity V(. It is 
an exact equation but to recast it in a more usable form we 
make some assumptions. First we assume that X does not vary 
significantly with r so that dX/dr may be taken to be zero. 
Secondly we assume that 

. 9 . - d 
cos X——> >sm X , 

dr dm 

from which it follows that 

d -d 
—=cos X—, 
dr df 

where I is in the direction normal to the meridional 
streamlines. Equation (2.14) then reduces to 

d t Id 
W / = — 

'"dm BRp dl 
<BRPVtI) (2.15) 

Further, more speculative assumptions are discussed in the 
next section. 

3 Mixing Length Hypothesis 
Further progress with^equation (2.15) can be made if Vt, 

and hence the average VtI, can be modeled. Adkins and Smith 
[1] consider various mechanisms which contribute to a 
nonzero Vt. Their approach has been criticized recently by 
Gallimore and Cumpsty [3] who claim that turbulent diffusion 
is the most important mechanism rather than the "deter­
ministic" mechanisms, for example secondary flow, con­
sidered in [1]. Very recently Wisler et al. [4] carried out ex­
periments that show that both mechanisms can contribute 
significantly to the spanwise mixing process. Here, we assume 
that spanwise mixing is a process analogous to that of the mix­
ing length theories of turbulence, in which the flux of the 
quantity being mixed is expressed as the local gradient of the 
mean,3 the precise mechanism that generates a nonzero V( be­
ing unspecified. We may then write 

Stow [5] gives an alternative method for deriving equation (3.5) from equa­
tion (2.15). 

where we have used the fact that, by definition, Vt = 0, and we 
have written 

The mixing length assumption gives 

V,I' = VSL, 
dl 

(3.2) 

(3.3) 

where L, is a length scale in the t direction over which / is 
transported by Vt. Pursuing the analogy with mixing length 
theory, we further assume that 

dWm 

giving 

where 

31 ^ 1 d / 
" dm BRo dt V7 w>»lim- = lmTAe'BR-p^)> 

6,= - ^ , = *? 
dWm 

dl 

(3.4) 

(3.5) 

(3.6) 

and (j is a mixing length to be prescribed. The assumptions 
that lead to equation (3.5) are speculative but it is worth 
noting that equation (3.4) relates the spanwise velocity to a 
velocity gradient, i.e., a vorticity component, as does classical 
secondary flow theory. It is also noted that the diffusion equa­
tion derived by Adkins and Smith f 1] is a simplified version of 
equation (3.5). 
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